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A Note on Reconn e ction Protocol 

INTRO DUCTIO N 

This note documents the experienc e we have ha d in implementin g 
a modified, 'e xpe r i ~ e n t a l version of th e Te l ne t rec on ne ction pro tocol 
option within the context of' the Res ou r c e Sha r i ng Exec ut i ve 
( RSEXEC). The r econnection protoc ol s pe cifies a proc e dur e for 
tran s f o rmi ng a configura tion fr om ' on e in '..1l1ic11 t he ini tia tin s 
proce s s has connection s to t wo corre s pondent pro ce s se s , to one in 
which there is a direct conn ection betwe en t he c o r responde n t s . When 
the procedure is successfully c om ple te d , th e init i atin g pr oc ess is 
no lon~e ~ in th e communication path betwe en t he c o rr e s pon de nts. 

Resource sharin g computer ne twor ks a nd distri bute d computin g 
will incre asingly Gi ve ris e to spe cial i zation by tas k a mong th e 
computer in stalla tions. I n suc h an e nv Lr-onme n t , a II j o o" i s th e 
dyna mic ally var yin g int erconnecti on o f a subse t o f these spec ia l i zed 
modul e s. Connections a r e the II gl ue" in " bondi ng ll th e job to ge ther. 
Heconn ec t ion pr-o v id e s for a dyna mic al I y ' c han gin g " bond in C' or 

structure. (For a mor e complet e discu s si on of th e ut i lit y o f 
reconn ection, see RFC 426 ) . 

This docu ment deals with reconn ecti on in t erms of it s c urren t 
ARPAN ET. definition as a Telnet pr o t oc ol option. The first s ecti on 
defin es a mod i f i e d reconnect i on p ro toco l . The s e c ond se c t i on 
di scusses ge ne r a l network im pl e mentati o n de ta i l s , whi le th e fin al 
section describes as pects of the TENEX/ RSEXEC imp lemen t a t i o n . 

Familiarit y with the new ARPA NET Telnet protocol ( RFC 495) is 
assumed. 

I. PROTOCOL for REC ON NECTING TELl-JE T COHHU:n CATIO N PATHS 

· A proce s s in itiat e s t he re c o nnection of t wo o f its Teln et 
conn ection s by sen d ing (or r- e qu e s t Lng i t s If s ys t e r:1 11 t o send ) th e 
<IA C><DO>< RECO IJNEC T> Te lnet comr:1a nd seque nce ove r ea c h o f th e t wo 
s end c onnec t ions . The pro c e s s in itiatin ~ t he reconnec tion i s 
a t ~em pti ng t o ca us e th e d irec t c onn e ctio n of the obj ects of th e t wo 
Telnet conne ction s. I n thi s mann e r, thcin itiatin ~ proc e s s c an 
r e move itsel f from th ~ commun ic a tio n pat h be t ween Telnct object s . 
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The initi atin g proce ss awaits positive responses to both 
re6onnection requests before p r o ceed i n~ furth er with the 
reconnection~ A reconnect i on reque st may be a c c e pt e d by replyin p 
with th e Telnet seou ence <I AC><WILL><REC ONNEC T>. It may be r ejecte d 
by send i n g the 'I'e l~et s e qu e nc e <lAC>O ION T><RECOiH-JE CT> . He j e c t i on of 
both reouests ~e a n s nor~al communicati on ma y reSU Qe at on cc. 
Rejectio~ of one request (but not the ot her) requi r es that th e 
process a greein g to the reconnection be notified by sen d i ng it th e 
Telnet sequence <IAC>< DONT><R ECON NECT> in r e spon se to its a c c e pt a nce 
reply. ' 

After receiving positive r e s ponses to both r equests, t he 
initiatin g a gent next selects th e object of on e o f the Te l ne t 
connections for a passive role in th e su bsequent conn ection a t t.emp t . 
The other is de signated as the a c t ive pa r t i c i pa nt . The passi ve 
participant is to listen on a s et of soc ket s, an d t he a c tive 
partici pa nt is to send Request f or Connec ti on s ( AFCs) f or t hos e 
socket s. By desi gnatin g roles, we are trying to r educe the 
probability of synchronization problems. 

The initi atin ~ proc ess next enter s int o s ub nego t ia t i on wit h th e 
process desi gn ate d as bein g passive. This su bne~ot ia ti o n involv es 
sendin g the Telnet sequenc e <l AC > <S8 > <RECO NNEC T> <PA SSI VS> 
<NEWHO ST> <N EWSOCKET1> <NEWSOCKET2> <NEWS OCKET3> <N EWSOCKET 4> <l AC> 
<SE>. The <PASSIV E> pa r ame te r indicat e s that th e r ecipi e nt i s to 
listen for RFCs from th e socket pa i r de no t ed by <tJ S\fHOST> 
<NE\-!SOC KET1- 11>. The "NE~'1 H O S T" is on e B b i t byte des i gna t.Ln g th e 
address of the host on which the a c t i ve proces s (i. e. the on e to 
reconn ect to) re sides. NE WS OCKET l - 4 ar e four 8 b i t byt e s indicatin ~ 

the 32 bit sen d socket nu mb er o f t he Tcln ct pa i r fro f:'! th e a c t i ve 
process. The <IAC><S E> fi elds t erminat e th e s ubnego t i a tio n 
parameters. The initiatin g age n t awaits a response fr om th e pa ss i ve 
process before proc e edin ~. The l e gal r es pon s e s are: 

1) Telnet s e que nc e <I AC>< HOHT><HECO NNECT> 
Meanin g: The passive pr oc e s s ha s decided not to cOf:'!plete the 
reconn ection, after havin g initially in dic at ed a Hillin gn ess. 
This ma y be due to unexpected p ar a ~ eters du rin s th e 
sUbnegotiation (e. g. it refu s e s to connect to NEv/ HOST ), or 
perhaps some error conditiot}~~t'l e pas sive host . ( S~ » ( rt.E<:-O I' JN c Cr>:·.11l t)

2) lelnet s equenc e <IAC)< SE> 
Meanin g: Positive' ac knowl ed ge ment of th e s ub ne go tia t io n 
s equ ence. The passi ve proc es s ha s accept e d th e reconn ecti on 
para met ers and will proc eed with rec on nec ti on. 

If the reply was <WO NT ><R ECON NECT>, t he initiator is obli ged to 
s end th e Teln et se que nce <IAC><DOi'iT><HECOf! l'lECT> t o t he a c t L v c 
pa r t i c ipn n t , to ca ncel th e out s t a n d in ~ r e c onn ect ion r equest. A 
confirmin g <IAC>< WONT><RECONNE CT> sho ul d f o l low . 

r-<S6 :> <~ f; L.oJjf7/!iL.T.> <:; ::::1\-" :;> . 

The <IAC>< SE> re ply mea ns th at th e pass i ve par tici pa nt has 
be gu n its conn ection s hu t down , and will li s t en on th e a pp rop riate 
soc kets. The initiator nay no w c lose i ts connec t i ons t o the passive 
partici pant a nd s upp l y th e para meter s t o th e a ct i ve pa rt i c ipant . 
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This can be don e wi t h th e a s s u ran ce that it (t he initi a t or) ha s done 
all it can to en s ur e that t he pass i ve proc es s li s t en s be f ore t he 
active pro ce s s s ends its RFCs . Failure t o coo rd i na t e t he s e act i o ns 
may re sult in t he failure o f the r e c o nn ect i on, i f , fo r e xamp le , t he 
passi ve host do es not que ue unmatc he d RFCs . Pe rsis ta nce on th e pa r t 
of · th e active pa r t i c ipan t s hould be a n i n teg ra l pa r t o f th e 
protocol, du e to unc ertainties of s ync hr oni zati on. 

The paramete r l i st se n t to th e a c t i ve pa r t i c ipa n t is the Te lne t 
sequenc e <lAC > <SB> <REC ON NEC T> <ACTI VE> <NEWHOST> <NEWSOCKET1> 
<N EWSOCKET2 > <NEWSOC KET 3> <NEWSOC KET4> <l AC> <SE>. The <ACTIV E> 
paramet er indic at e s to the recipi en t tha t it i s t o se nd RF Cs t o t he 
soc ket pa i r deno t e d b y <NEWHO ST> <NEWSOCKET1-4>. The ini tiator 
a gain wait s for a reply. The l e gal re pl i e s are : 

1) Tel net se quenc e <IAC ><WONT><RECONNECT> 
Meanin g: Process will no t complet e t he r ec onn e cti on (e. g. it 
couldn't par s e the parameter s t r i ng ) . 
Possibl e a ction of initi a t or: At t e mpt t o r e-e s t a bli s h 
communication with th e pass ive parti c i pant by se nd i ng nrcs fo r 
the soc kets on whic h t he pass i ve pa rt ic ipa n t i s li stenin g. This 
will suc c e e d if t he list en er is w il l i n ~ to a cc e pt co nnect ion s 
from eith e r th e ho st/soc ket s peci fi e d by th e r e c onnect 
paramet e r s or th e host/ s oc ke t o f th e forme r conne ction. If it 
is successf~l in r eesta bli s hin S t he c onn e c ti on, the initiat or 
could send th e Te l ne t seauenc e <I AC><DONT><RECONNEC T> t o conf i r m 
that r econn ection ha s be ~ n ~Tt .t:.. <:, e, "Xi<. eCO /J ~J G c-T <,..nr c.. ":> 

2) Telnet sequenc e <I AC ><SE> 
Meanin g: Pos i t i ve confirmati on of the reconn e ct i on 
su bn e ~ oti ati on. The a c ti ve pa r t i cipan t i nd i cat e s with t hi s 
r eply that it will clo se th e conne c t ions to the initiator an d 
send th e ne c e s sa r y RFC s to c onnec t t o th e pa s sive pa r t icipant . 
The initi ator may clo s e th e c on nec t ion s to the act ive 
participant, thereby r e movin g it s el f fr om t he commun i cation pat h 
between th e objects of the rec on ne cti o n. 

DE FAULT CONDITI ON S and RAC ES 

The default f or thi s o pti on is as for mos t oth e r Te ln e t 
options: DON T and WONT. An ini ti ator us e s th e <DONT><RECO NNECT> 
Telnet se qu en c e t o ret urn t o t he defa ul t state , whi le a pa r tici pan t 
us es <W ONT ><RECONUECT> to ~ainta i n o r r e t u r n t o th e defa ult s ta te . 
The r e conn ect ion s ta te is on l y a tr a ns ien t on e. Whe n a c c e pt e d by 
all part ies, t he r ec on necti on stat e lasts only until th e 
re c on nect ion is c ompl e ted . Upon completion, an d wi thou t fu r t he r 
in ter a ction a mon g th e par t ies , t he s t a te o f th e ne w co nne ctio n i s 
t he de fa ult s ta te , with th e ne goti at e d r ec on nection fo rgotte n . 

Si nce recon nect i on i s a n opt ion con cerni ng th e e n t i r e Te l net 
connecti on, the asy nchron o us nat ur e of t he o pti on proc e ssin g 
me c ha n i sm e xemp l i f ied by mnny o t he r Te l ne t op t i o ns ( e. ~. echo) , i s 
no t ap pli cab l e . Tha t is , a r a ce c on diti on occurs whe n tw o 
<I AC><DO> <HEC01,1 NECT> r:e qu e s t s c r 0 ssea cho t he r in t he ne t H 0 r k . A 
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s olut io n to this pro blem was pre s ented in RFC 42 6; th e followin g is 
a modified version of that protocol exte nsion . The mo difica tion i s 
conc erned mainly wi th preserv in q th e ri gh t of a pr oc e ss t o deny a 
reconn ect i on a t t e mpt by anoth er pr oces s , whil e havin g its own 
reconnection request pendin g . 

The race condition is det ect ed wh en a pr o c e s s r e cei ~es a 
<DO><RECONNECT> while awaiting a r e pl y t o a <DO>< RECO NNECT> it ha s 
previous ly i s s ue d on th e same Telnet conn ection . ( Th i s c ondition is 
detect ed at bo t h ends of the connection). The s trate gy to r e solv e 
the r a c e ut ilizes a fun ct ion, evalua t ed at ' bo t h e nd s o f' th e 
conn ection, t o det ermine wh i ch reconn ect i on reques t sha ll t a ke 
prec ed enc e . The e va l ua t i on involv e s com parin g the numbers obtai n ed 
by concat enating the host a ddr e s s (Wh ich bec om es t he hi gh o rd e r 8 
bit s) and the receive socket nu mb er ( bec omes th e low ord er 32 bi ts) 
for the two ends of the Te ln et connectio ll. The proce ss ownin g th e 
r e c e i ve socket with the larger of the two c onc a te nate d nu mber s ~ i ll 

have its reconn ection att e mpt prece ed that o f th e other proce s s. 
Thu s, if there is a Telnet c onne c t i on bet we en host A local s oc ke t s 
X,X+ 1 and host B local socal s ockets Y,Y+1 , and if <A>< X> i s gr e a t e r 
than <B><Y>, then the reconnect request fro m <A>< X> mus t be 
c ompl e t e d ( o r a borted ) before th e r ec onn ect ion r e quest fr om <B><Y> 
can ~e c ons i de r e d . This is achi e ved by r e quirin g t ha t t he proc e ss 
with t he hi gh er <host>< socket> number r e pl y to the r e c o nne c t r equest 
o f th e other p r o c e s s wi th a n <lAC> (\,!011T> <HE CO NUEC T> , th ere by 
cancell in g (t e mporarily) the rec onn ect io n attempt e d fro m t he lo wer 
numbe r e d <host><soc ket> . Since t he r eq uest e ~ anating f r om t he 
hi gher <host><soc ket> process .i s g i ve ri pre ce de nce , t he pro c e s s with 
th e lower <hos t ><s o c ke t > can rep ly to th e r ec o nnection r equ e s t as if 
it had not issued a reconnect ion r e quest of it s o wn . That i s , it 
may reply <IAC><WILL>< RECON NECT> to ac cep t the re c onn ecti o n at temp t , 
or <lAC><WONT><R ECO NNECT> to refu s e the att e mpt . Thi s proc ess 
should note, however, t hat the r ej e ction it r ec e ives to its 
r e c onne c t request i s d ue t o protocol r equire ment, a nd ma y no t 
r e f l e c t the actual desi re of th e correspondin g proc es s . It should 
also note that its reconnection r equest may be r e -issue d af te r the 
first r e c o nn e c t ion activity is compl et e. Thi s i s an ex a mpl e of a 
situation where an option c han ge r eque st can be r e -is sued a f t e r a 
denial, witho ut a correspondin g cha nge in stat e . 

ASIDE : 

The usefulness of r e c onne c t i on i s s everely l i mi t e d by its 
s pee i fie a t io n a san 0 pt ion I'0 r '1'e 1 ne t ( i . e • t e rilli n 3 1 11 k e ) 
connections , rath er than a s pa r t o f a hos t - hos t pro t oco l whi ch woul d 
all ow it to be appl ied to ge ne r a l connect ion s. Fi rs t , it i s 
que stionable wlle t he r mo s t s yst e ~s will a l lo w a us er t a s k t o ma inta i n 
more than on e Telnet con nee t ion. I f not, a pr oc ess 00 such a sys teo:!:! 
c~n not r eadily i nitiate a rec onn e ction r e qu est. 

Second, there i re c ertain i ndirect ben efit s that woul d r -e s u I t 
.f' r o rn i n c l u d i n ~ ' r ec onnection in a host - hos t protocol . Placj.n g it a t 
t ha t l e ve l could s i rrp Ld I'y some o f th e ti min ,,: pr-ob L c n s i n 
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establishin~ the new connection . For examplc, an NCr would be aware 
when a reconnect ion was in pro srcss t nnd th erefore WO llld not need to 
act as hastily with . an RiC for a socket currently in us e (i.e . 
c onne c t i on still open) but involved in th e reconn ect ion . Si nc e i t 
is dealin g with another NCP directlY t it can expect to rec eive th e 
" r e c onne c t go a he a d " r-ea s ona bLv soon , ba r-r-Ln g system crash. Also, 
the information necessary to c omplete the reco nnection 
subn e gotiation is availab le at the HCr level, wher e as it mus t be 
duplicately maintained by the Telnet s e r v i c e routin e when t he 
potential for reconn ection ' exists . 

:Fi na l l y , the entire notion of reconnect ion i s f ra n e d in terms
1\.., 

of the entities of host -host protocol . By pl acin g it at a hi gher 
l e ve l without adequate provi sion at the hos t-host l ev el , an 
artificial a nd ri gid constraint is placed on the ty pe of 
c ommun i c a t i o n path which may be part of a reconn ection . Since 
host -host protocol is the ba sis for function ori ented level s, the 
notion of redirectin g communication paths c e r t n i n l y is mor e suited 
to the semantically un interpret ed real m of OP ENin g a nd CLOSSin g 
connections , rather than the realm of "o pen an 8 bit ASCII pa t h with 
the conventions t ha t . .. " 

I I. IMP LEME NT ATION DETAI LS 

1. A process initiat i ng a r econnection desi gnates one of the 
ob j e c t processe s as passive (i.e . to liste n for RFCs), and the 
other as active (i.e . to se nd HiCs) . The rec onn ection protocol 
does not specify the assi gn~ent of the active/passive roles, so the 
process i s free in its selection. Howev er t information r e gardin g 
the types of participan ts i n th e reconn ection attempt ma y dictat e a 
ro le selecti on which will contribute to th e e ve n t ua l succe s sful 
completion of th e reconn ection. I gnori n g such informati on could 
c onc e iva bl y for ce cancellation of the at tempt. Certain ty pes of 
hos t s ( e . g. space limited TIPs ) may be better suited for active 
participation, sinc e it need not go throu gh the proc edure of 
verifyin g t he identity of t he sender . The passiv e proc ess s ho u l d go 
t h r ough such verification. Other types of hosts ( e. g. on e whose 
NCP will not let an a rbitrary proc e s s listen on a socket) ma y be 
better su ited for th e active r ol e. As mo r e s yste ms impl e me nt the 
reconn ection option, the preferences of various types of s ys t e ms 
wi l l become known , and more definit ive rules may e mer ~e . 

2 . To avoid posib le deadloc k, th e active ( pa s s i ve ) proc e ss must 
s imultan eou sly send (list en f o r ) RF Cs f or both sen d a nd r ec e ive 
connections which wi l l f o rm th e new Teln et conn ect i on . Si nce th e 
r e c onne c t io n pr o t oc ol do es no t specify a n o r de r i ng for es t ab l i sh in g 
the c onnec tion s, it is im portant that pa ssive proc esses li sten in 
para llel on bo t h th e pot ential send a nd receiv e soc ke ts , and that 
active proc e s ses s end HiCs in pa r a l l e l for both th e pot en ti al s en d 
and r e c e i ve s ocke ts . 
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3. There are two levels of error recovery involved in 
reconnection. One level is required to handle the conditions wh ere 
network and system delays c ause the attempt to establish the new 
connection to ~ e t out of "synchrony (e.g. the RfC arrives at the 
passive host before the passive process listens), or cause syst em 
timeouts. When these conditions occur th e sockets/connections 
should be returned to a state in which the faultin g operation c an be 
automatically retried. The s e c ond level of recovery involv e s the 
failure of all such attenpts to establish communic ation with the 
active (passive) process. The duration of these att empts nay be 
influenced by such factors as the recovery procedures availabl e, and 
whether or not a human user is awaitin g the outcome. Recovery at 
this point is difficult since the connections with th e initiatin g 
process have already been broken. " Attempts to conn ect to s ome 
reasonable alternative (perhaps local, perhaps attemptin r, to conn e ct 
back to the original source of the reconnection) should be initiat ed 
if second level error recovery is necessary, indicatin~ complete 
reconnect ion failure. 

4. A useful addition to the reconnection mechanism would be the 
definition of a standard way to reestablish contact with the 
reconnect ion initiator on task termination (includin~ can't complete 
reconnection). 

III. TENEX RELATED DETAILS 

The context for our experiments was th8t of a TIP user usin 0 a 
TIPSER/RSSXEC. The TIPSER/HS EXEC would first authenticate th e TI P 
user and then serve as a command int erpreter. Amon g the avail able 
commands was one called TELCON N (TELn et CONNect) for conn ectin~ to 
other sites for service. A TELC ONN command would tri gger an a t t e ~p t 
by the TIPSER/RSEXEC to reconnect th e lITlplI directl y to th e hos t 
which was the target of the TELCONN request (normally this woul d 
usually be a logger process at the host). Wh en the reconnection is 
completed, the TIP is directly conn ected to th e new job, and the 
TIPSER/RSEXEC is completely eliminat ed from the communication path. 
To avoid pr-og r amm i ng the TIP, a TEIE~X process Has used to simul ate 
the TIP. 

Certain features of TENEX caused problems in creati ng the 
desired interaction between th e "TENEX jobs involv ed in the 
reconnection experiment. They are pr e se n t e d her e because there may 
be similar problems in other systems. 

1. Alon g wit h the f e atures su pplied by th e TENEX Tel net 
interface via th e Al'PTY syst em call (h'l1ich tr an sforns a pa i r of 
unused network conn ection s into a Telnet connection p~ir), come s a 
loss of certain control functions. A pro~r a m loses th e ability to 
control whe n data is sent (i.e. loss ot the use of the NTOP R system 
call to forc e transmission of bu ffered data), a nd ca n no l onger 
determine the remote host/socket for the network connectio n ( i. e. 
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GDSTS system call). In a hi ghly int eractive mode s uc h as o ption 
ne ~otiation, short messa ~es remainin g in sy st e n buffers can r e sult 
in ~ a deadlock. A process must be able to override the bufferin g 
strate RY at the conclusion of a lo ~ical message. Failure to have 
access to such a me c ha n i s m (e. ~. MTO PR) requires that the 
connection be open ed in a non-buffered mode, which is wa steful mos t 
of the time. Similarly, the inability to obtain the r e mo te 
host/socket names of the connection r e quir es t hat this informati on 
be remembered by the program for th e duration of th e connecti on in 
case it is needed. (This is the case de spit e th e fact that the 
operatin g system maintains the information in any event. The need 
to ace e ss this in f'o r-ma tion aris e s wh e n we Hi sh ' to r econn ec t the 
Telnet connection \-Jhich linked the "TIP" to th e TIP SEH/RSEXEC). 

2. There is no facility in TENE X for handlin g (initi atin ~ or 
respondin g to) Telnet options not reco Rniz ed by the Telnet s erver. 
An int erface between a user progra m and the option ne goti ation 
mechanism would be ~s eful for testin g new opti ons an d for 
implementin g privates ones. Lack of this interface can be 
circumvented by sHitchin g the connection to binar y mode trans mi s sion 
and reception. This works only if option negotiation is betHe en two 
user processes (both aware of the binary transmission), sinc e if a 
user process tried to ne gotiate with a syst e m Teln et se r ve r o b eyin ~ 

the binary transmission option, the re qu ir ed doublin g of lACs f or 
binary output would cause the request to be misinter preted at the 
system Telnet. 

3. The switch to binarv transmiss io n r equire s two option 
ne gotiations. Durin g this period dat a transfer is pos s ible. 
However, the actual data transferr ed is depend ent on the s t a te of 
the ne gotiation a t that point ( e. ~. dependin~ upon the state, the 
lAC character mayor may not be dou bl e d). There doe s not see ~ to be 
a facility for alerting the process that th e option ha s 'been 
accepted (rejected) and that all further tran s missions will be in 
the new mode (binary). Perhaps suspendin g the proc ess for the 
duration of the (time d out) option ne Gotiation would eliminat e thi s 
period of unc ertainty in the mode switch. In TEN EX, thi s co u l d be 
coupled with pseudo-int errupts to not e option ne goti ati on f ailure 
for certain critical user initiated o pt i ons . 

4. Durin q peak load conditions, HFCs se n t by the o perating 
system (NCP) in respons e to proeram reque st s (OP ENF s ys t em call s) 
wer e frequently timed out by the syst e m. The pa ssive proc e ss 
listenin g for the RFCs did not ge t resc he d ul ed quickly e nou gh to 
reply to the nFCs (acceptance or rej ection) be f o r e they were ti med 
out ' by th e systen. A confusin ~ sit ua ti on a r o s e be c a use o f th e 
differenc e in initiatin g th e tw o c onn ecti on s (s end a nd r ec e iv e) t hat 
were ' to form the full- du ple x path between t he proc e s s es. On e OP ENF 
sRecifi ed immediate return, while th e other \-J ait ed for c ompleti on of 
th e RFC. If both requ e sts timed o u t ) the stat es of the 
corres pondin g connection s were ' d i f f e r e n t , an el th erefore t he r etry 
mec ha n i s m had , t o handle e a c h differ ently (i.8. th e "imme di 3t e 
return!1 connection had to be closed vi a CLOSF, wher e as th e other d i d 
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not). Thi s scens to be an un nec e s s ary e on pli e ati on. Also , t he 
fr e quenc y o f ti me o ut d u r i n~ he avy load c onditi on s ma y in d i cate that 
t h e RFC time out int erval i s to o s h o r t . 

5. In th e TE NEX user int e rfac e to th e networ k th er e i s no 
c on c e p t 0 fl o r; i c a 1 Pi c s S 2 g e s h' he n [:10 r et han 0 n e p r~ 0 c e s ~~ (f0 r-k ) s h a r c s: 
a ne twork co nn e c t i o n . Tc Lne t o ptio n ne [;o t ia t io n se qu en ces are 
ex a mpl e s o f strin ~ s wh i ch mus t be se n t i n pr op er o rde r , wit hout 
Ln t.e r -c e e d i n c c haract er s of a n y natur e in o r de r to ha ve co rr e c t 
me a n t n ~ • Eve n \-!he n a TEiE;X IT s t r i n ;~ 0 u t IT ( SOUT ) 0 pera t ion j . s 
execut e d b y a pr ocess , whic h is in di c ative . of s on e l o ~ic al 

relati on shi p be t ween t he ch aract e r s o f t he stri n ~, th e t rans Miss io n 
j . s not !!,ua r a n t eed to bc f r c e fro m i n t o r f e r e ne e f l' 0 ~1 0 th e r pro C C S :3e s 
s end i. n r; da t 8. ev e r t he s a n e can n e c t i o n . ( llu I U _- pr-oc C s s o rca n i 7." t i.o n 
for mana Gin ~ network con nec ti on s i s v e r y c ommo n. One proc ess is 
typical ly used t o handle use r out pu t t o t he n e t wor k, Wllilc another 
pro c e s s r -e a d s da ta f rom t h e ne t wor-k and r e pl i e s as r-c q uire d j y 

prot oc ol to cer t a in networ k in put). The se orOCC SSC3 ~u~ t 

syn c hronize on e vc ry o ut pu t ( an d i n pu t) to assure t he l e ~i c ~ l 

int e vrity of th e ir messages . Thi s s yn c hroni zat i on wou ld see m to be 
more suita bly h a n d l ed by th e sys tem r outin es which ma n~~e ne t work 
connecti ons and handl e st r i nr; I/O. 


