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This docunent specifies the details of the Host ldentity Protoco
(HP). HP allows consenting hosts to securely establish and

mai ntain shared | P-layer state, allow ng separation of the identifier
and |l ocator roles of |P addresses, thereby enabling continuity of
communi cati ons across | P address changes. H P is based on a Diffie-
Hel | man key exchange, using public key identifiers froma new Host
Identity namespace for nutual peer authentication. The protocol is
designed to be resistant to denial -of-service (DoS) and nan-in-the-
mddle (MtM attacks. Wen used together with another suitable
security protocol, such as the Encapsul ating Security Payl oad (ESP)
it provides integrity protection and optional encryption for upper-
| ayer protocols, such as TCP and UDP

Thi s docunent obsol etes RFC 5201 and addresses the concerns raised by
the 1ESG particularly that of crypto agility. It also incorporates
| essons | earned fromthe inplenmentations of RFC 5201

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc7401
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1. Introduction

This docunent specifies the details of the Host ldentity Protoco
(HP). A high-level description of the protocol and the underlying
architectural thinking is available in the separate H P architecture
description [HIP-ARCH . Briefly, the HHP architecture proposes an
alternative to the dual use of |IP addresses as "locators" (routing

| abel s) and "identifiers" (endpoint, or host, identifiers). In HP
public cryptographic keys, of a public/private key pair, are used as
host identifiers, to which higher-layer protocols are bound instead
of an I P address. By using public keys (and their representations)
as host identifiers, dynanic changes to | P address sets can be
directly authenticated between hosts, and if desired, strong

aut henti cation between hosts at the TCP/IP stack | evel can be
obt ai ned.

This meno specifies the base H P protocol ("base exchange") used

bet ween hosts to establish an | P-l1ayer conmunications context, called
a H P association, prior to conmunications. It also defines a packet
format and procedures for updating and term nating an active HP
association. Oher elenments of the H P architecture are specified in
ot her docunents, such as:

0 "Using the Encapsul ating Security Payl oad (ESP) Transport Fornat
with the Host ldentity Protocol (H P)" [RFC7402]: how to use the
Encapsul ating Security Payload (ESP) for integrity protection and
optional encryption

0 "Host Mbility with the Host ldentity Protocol" [H P-HOST-MOB]:
how to support host nobility in HP

0 "Host Identity Protocol (H P) Domain Name System (DNS) Extension”
[ H P-DNS- EXT]: how to extend DNS to contain Host Identity
i nformation

0 "Host Identity Protocol (H P) Rendezvous Extension"

[ H P- REND- EXT] : using a rendezvous nmechanismto contact nobile H P
host s
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Since the H P base exchange was first devel oped, there have been a
few advances in cryptography and attacks agai nst cryptographic
systems. As a result, all cryptographic protocols need to be agile.
That is, the ability to switch fromone cryptographic primtive to
anot her should be a part of such protocols. It is inportant to
support a reasonabl e set of mainstreamalgorithns to cater to

di fferent use cases and all ow noving away fromalgorithns that are

| ater discovered to be vulnerable. This update to the base exchange
i ncludes this needed cryptographic agility while addressing the
downgrade attacks that such flexibility introduces. In addition
Elliptic Curve support via Elliptic Curve DSA (ECDSA) and Elliptic
Curve Diffie-Hellnman (ECDH) has been added.

1.1. A New Nanespace and ldentifiers

The Host ldentity Protocol introduces a new nanmespace, the Host
Identity namespace. Sone ramifications of this new nanespace are
explained in the HH P architecture description [H P-ARCH|

There are two main representations of the Host ldentity, the ful
Host Identity (H') and the Host ldentity Tag (HIT). The H is a
public key and directly represents the Identity of a host. Since
there are different public key algorithns that can be used with
different key lengths, the H, as such, is unsuitable for use as a
packet identifier, or as an index into the various state-rel ated
i mpl enentation structures needed to support H P. Consequently, a
hash of the H, the Host Identity Tag (HIT), is used as the
operational representation. The HIT is 128 bits long and is used
in the H P headers and to index the corresponding state in the
end hosts. The H T has an inportant security property in that it
is self-certifying (see Section 3).

1.2. The H P Base Exchange (BEX)

The H P base exchange is a two-party cryptographic protocol used to
est abl i sh conmuni cati ons cont ext between hosts. The base exchange is
a S| GVA-conpliant [ KRAO3] four-packet exchange. The first party is
called the Initiator and the second party the Responder. The
protocol exchanges Diffie-Hellman [D F76] keys in the 2nd and 3rd
packets, and authenticates the parties in the 3rd and 4th packets.
The four-packet design helps to nake H P resistant to DoS attacks.
It allows the Responder to stay stateless until the | P address and
the cryptographic puzzle are verified. The Responder starts the
puzzl e exchange in the 2nd packet, with the Initiator conpleting it
in the 3rd packet before the Responder stores any state fromthe
exchange.
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1

2.

2.

The exchange can use the Diffie-Hellman output to encrypt the Host
Identity of the Initiator in the 3rd packet (although Aura, et al

[ AURO5] note that such operation may interfere with packet-inspecting
m ddl eboxes), or the Host ldentity may instead be sent unencrypted.
The Responder’s Host Identity is not protected. It should be noted,
however, that both the Initiator’s and the Responder’s H Ts are
transported as such (in cleartext) in the packets, allow ng an
eavesdropper with a priori know edge about the parties to identify
them by their H Ts. Hence, encrypting the H of any party does not
provi de privacy agai nst such an attacker.

Dat a packets start to flow after the 4th packet. The 3rd and 4th HP
packets may carry a data payload in the future. However, the details
of this nmay be defined I ater

An existing H P association can be updated using the update nechani sm
defined in this docunent, and when the association is no |onger
needed, it can be closed using the defined closing nechani sm

Finally, H P is designed as an end-to-end authentication and key

est abl i shnent protocol, to be used with Encapsul ating Security

Payl oad (ESP) [RFC7402] and other end-to-end security protocols. The
base protocol does not cover all the fine-grained policy contro

found in Internet Key Exchange (I KE) [ RFC7296] that allows IKE to
support conplex gateway policies. Thus, HP is not a conplete

repl acenent for |KE

3. Meno Structure

The rest of this neno is structured as follows. Section 2 defines
the central keywords, notation, and terns used throughout the rest of
the docunent. Section 3 defines the structure of the Host Ildentity
and its various representations. Section 4 gives an overview of the
H P base exchange protocol. Sections 5 and 6 define the detail ed
packet formats and rul es for packet processing. Finally, Sections 7,
8, and 9 discuss policy, security, and | ANA consi derati ons,
respectively.

Terms and Definitions
1. Requirenents Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
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2.2. Notation

[ x] i ndicates that x is optional

{x} indicates that x is encrypted.

X(y) indicates that y is a paraneter of X

<XxX>i i ndicates that x exists i tines.

--> signifies "Initiator to Responder™ comuni cation (requests).
<-- signifies "Responder to Initiator" comunication (replies).

| signifies concatenation of information (e.g., X | Y is the
concatenation of X with Y).

Ltrunc (H(x), #K)
denotes the |l owest-order #K bits of the result of the
hash function H on the input x.

2. 3. Definitions

H P base exchange (BEX): The handshake for establishing a new HP
associ ati on.

Host Identity (H): The public key of the signature algorithmthat
represents the identity of the host. In H P, a host proves its
identity by creating a signature with the private key belonging to
its H (cf. Section 3).

Host Identity Tag (HHT): A shorthand for the H in IPv6 format. It
is generated by hashing the H (cf. Section 3.1).

HT Suite: A HT Suite groups all cryptographic algorithns that are
required to generate and use an H and its HIT. 1In particular
these algorithns are 1) the public key signature algorithm 2) the
hash function, and 3) the truncation (cf. Appendix E)

H P association: The shared state between two peers after conpletion
of the BEX

H P packet: A control packet carrying a H P packet header relating
to the establishnent, naintenance, or ternination of the H P
associ ati on.

Initiator: The host that initiates the BEX. This role is typically
forgotten once the BEX i s conpl et ed.
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Responder: The host that responds to the Initiator in the BEX. This
role is typically forgotten once the BEX is conpl eted

Responder’s HI T hash al gorithm (RHASH): The hash al gorithm used for
various hash calculations in this document. The algorithmis the
same as is used to generate the Responder’s HT. The RHASH is the
hash function defined by the HT Suite of the Responder’'s H'T
(cf. Section 5.2.10).

Length of the Responder’s HI T hash algorithm (RHASH | en): The
natural output length of RHASH in bits.

Signed data: Data that is signed is protected by a digital signature
that was created by the sender of the data by using the private
key of its H.

KDF: The Key Derivation Function (KDF) is used for deriving the
symretric keys fromthe Diffie-Hellmn key exchange.

KEYMAT: The keying material derived fromthe Diffie-Hellmn key
exchange by using the KDF. Synmetric keys for encryption and
integrity protection of H P packets and encrypted user data
packets are drawn fromthis keying nmaterial

3. Host Identity (H) and Its Structure

In this section, the properties of the Host Identity and Host
Identity Tag are di scussed, and the exact format for themis defined.
In HHP, the public key of an asymmetric key pair is used as the Host
Identity (HI). Correspondingly, the host itself is defined as the
entity that holds the private key of the key pair. See the HP
architecture specification [H P-ARCH for nore details on the

di fference between an identity and the corresponding identifier

H P i npl ementati ons MJST support the Rivest Shamr Adl enman [ RSA]
public key algorithmand the Elliptic Curve Digital Signature

Al gorithm (ECDSA) for generating the H as defined in Section 5.2.9.
Addi tional al gorithns MAY be supported

A hashed encoding of the H, the Host ldentity Tag (H T), is used in
protocols to represent the Host ldentity. The HT is 128 bits |ong
and has the following three key properties: i) it is the sanme length
as an | Pv6 address and can be used in fixed address-sized fields in

APls and protocols; ii) it is self-certifying (i.e., given a HT, it
is conmputationally hard to find a Host Identity key that matches the
H T); and iii) the probability of a HI'T collision between two hosts
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is very low, hence, it is infeasible for an attacker to find a
collision with a HHT that is in use. For details on the security
properties of the HT, see [H P-ARCH|

The structure of the HIT is defined in [RFC7343]. The HIT is an

Overl ay Routabl e Cryptographic Hash Identifier (ORCH D) and consists
of three parts: first, an | ANA-assigned prefix to distinguish it from
ot her | Pv6 addresses; second, a four-bit encoding of the algorithms
that were used for generating the H and the hashed representati on of
H; third, a 96-bit hashed representation of the Host ldentity. The
encodi ng of the ORCHI D generation algorithmand the exact algorithm
for generating the hashed representation are specified in Appendix E
and [ RFC7343].

Carrying H's and H Ts in the header of user data packets woul d

i ncrease the overhead of packets. Thus, it is not expected that they
are carried in every packet, but other methods are used to nmap the
data packets to the corresponding H's. In sone cases, this nakes it
possible to use H P without any additional headers in the user data
packets. For exanple, if ESP is used to protect data traffic, the
Security Paraneter Index (SPlI) carried in the ESP header can be used
to map the encrypted data packet to the correct H P association

3.1. Host ldentity Tag (HIT)

The Host ldentity Tag is a 128-bit value -- a hashed encodi ng of the
Host ldentifier. There are two advantages of using a hashed encodi ng
over the actual variable-sized Host ldentity public key in protocols.
First, the fixed length of the H T keeps packet sizes manageabl e and
eases protocol coding. Second, it presents a consistent format for
the protocol, independent of the underlying identity technol ogy

in use.

RFC 7343 [RFC7343] specifies 128-bit hash-based identifiers, called
ORCHI Ds. Their prefix, allocated fromthe |IPv6 address block, is
defined in [RFC7343]. The Host Identity Tag is one type of ORCHID.

Thi s docunent extends the original, experinental H P specification

[ RFC5201] with neasures to support crypto agility. One of these
nmeasures allows different hash functions for creating a HHT. HT
Suites group the sets of algorithnms that are required to generate and
use a particular HT. The Suites are encoded in HI'T Suite IDs.

These HI'T Suite IDs are transmitted in the ORCH D Generation
Algorithm (OGA) field in the ORCHD. Wth the HT Suite IDin the
OGA ID field, a host can tell, fromanother host’s HI T, whether it
supports the necessary hash and signature algorithms to establish a
H P association with that host.

Moskowi tz, et al. St andards Track [ Page 10]



RFC 7401 H Pv2 April 2015

3.2. Cenerating a HT froman H

The H T MUST be generated according to the ORCH D generation nethod
described in [RFC7343] using a context |ID value of OxFOEF FO2F BFF4
3DOF E793 0C3C 6E61 74EA (this tag val ue has been generated randomy
by the editor of this specification), and an input that encodes the
Host Identity field (see Section 5.2.9) present in a H P payl oad
packet. The set of hash function, signature algorithm and the

al gorithmused for generating the HT fromthe H depends on the HT
Suite (see Section 5.2.10) and is indicated by the four bits of the
OCGA ID field in the ORCH D. Currently, truncated SHA-1, truncated
SHA- 384, and truncated SHA-256 [FIPS. 180-4.2012] are defined as
hashes for generating a HIT.

For identities that are either RSA, Digital Signature Al gorithm (DSA)
[ FI PS. 186-4.2013], or Elliptic Curve DSA (ECDSA) public keys, the
ORCHI D i nput consists of the public key encoding as specified for the
Host Identity field of the HOST ID paraneter (see Section 5.2.9).
This docunent defines four algorithmprofiles: RSA DSA, ECDSA, and
ECDSA LON The ECDSA LOWprofile is meant for devices with | ow
conput ati onal capabilities. Hence, one of the follow ng applies:

The RSA public key is encoded as defined in [ RFC3110], Section 2,
taki ng the exponent length (e_len), exponent (e), and nodul us (n)
fields concatenated. The length (n_len) of the nodulus (n) can be
determined fromthe total H Length and the preceding H fields

i ncluding the exponent (e). Thus, the data that serves as input
for the HI'T generation has the same length as the H. The fields
MUST be encoded in network byte order, as defined in [ RFC3110].

The DSA public key is encoded as defined in [ RFC2536], Section 2,
taking the fields T, Q P, G and Y, concatenated as input. Thus
the data to be hashed is 1 + 20 + 3 * 64 + 3 * 8 * T octets |ong,
where T is the size paraneter as defined in [RFC2536]. The size
paraneter T, affecting the field | engths, MJST be selected as the
m ni mum val ue that is long enough to accomobdate P, G and Y. The
fields MJUST be encoded in network byte order, as defined in

[ RFC2536] .

The ECDSA public keys are encoded as defined in Sections 4.2 and 6
of [ RFC6090].

In Appendi x B, the public key encoding process is illustrated using
pseudo- code
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4.

4.

Pr ot ocol Overvi ew

This section is a sinplified overview of the H P protocol operation
and does not contain all the details of the packet formats or the
packet processing steps. Sections 5 and 6 describe in nore detai

t he packet formats and packet processing steps, respectively, and are
normative in case of any conflicts with this section

The protocol nunber 139 has been assigned by | ANA to the Host
Identity Protocol

The H P payl oad (Section 5.1) header could be carried in every IP
datagram However, since H P headers are relatively |arge

(40 bytes), it is desirable to 'conpress’ the H P header so that the
H P header only occurs in control packets used to establish or change
H P association state. The actual nethod for header ' conpression

and for matching data packets with existing H P associations (if any)
is defined in separate docunments, describing transport formats and
met hods. Al H P inplenentati ons MJST inpl enent, at mininum the ESP
transport format for H P [ RFC7402].

1. Creating a H P Association

By definition, the systeminitiating a H P base exchange is the
Initiator, and the peer is the Responder. This distinctionis
typically forgotten once the base exchange conpl etes, and either
party can becone the Initiator in future comunications.

The H P base exchange serves to nanage the establishnment of state
between an Initiator and a Responder. The first packet, 11,
initiates the exchange, and the last three packets, Rl, 12, and R2,
constitute an authenticated Diffie-Hellman [DI F76] key exchange for
session-key generation. 1In the first two packets, the hosts agree on
a set of cryptographic identifiers and algorithns that are then used
in and after the exchange. During the Diffie-Hell man key exchange, a
pi ece of keying nmaterial is generated. The H P association keys are
drawn fromthis keying material by using a Key Derivation Function
(KDF). If other cryptographic keys are needed, e.g., to be used with
ESP, they are expected to be drawn fromthe sanme keying nmaterial by
usi ng the KDF.

The Initiator first sends a trigger packet, |1, to the Responder.
The packet contains the HI'T of the Initiator and possibly the H T of
the Responder, if it is known. Moreover, the |1 packet initializes
the negotiation of the Diffie-Hellmn group that is used for
generating the keying material. Therefore, the |1 packet contains a
list of Diffie-Hellman Group I Ds supported by the Initiator. Note
that in sone cases it nmay be possible to replace this trigger packet
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with sone other formof a trigger, in which case the protocol starts
with the Responder sending the Rl packet. |In such cases, another
mechani smto convey the Initiator’s supported DH groups (e.g., by
using a default group) nust be specified.

The second packet, Rl, starts the actual authenticated Diffie-Hellnan
exchange. It contains a puzzle -- a cryptographic challenge that the
Initiator nust solve before continuing the exchange. The |evel of
difficulty of the puzzle can be adjusted based on the I evel of trust
with the Initiator, the current | oad, or other factors. |In addition
the R1 contains the Responder’s Diffie-Hell man parameter and lists of
cryptographic algorithns supported by the Responder. Based on these
lists, the Initiator can continue, abort, or restart the base
exchange with a different selection of cryptographic algorithmns.

Al so, the Rl packet contains a signhature that covers selected parts
of the message. Sone fields are left outside the signature to
support pre-created Rls.

In the 12 packet, the Initiator MJST display the solution to the
received puzzle. Wthout a correct solution, the |2 nmessage is

di scarded. The |2 packet also contains a Diffie-Hellman paraneter
that carries needed information for the Responder. The |12 packet is
signed by the Initiator

The R2 packet acknow edges the receipt of the 12 packet and conpl etes
t he base exchange. The packet is signed by the Responder
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The base exchange is illustrated belowin Figure 1. The term "key"
refers to the Host ldentity public key, and "sig" represents a
signature using such a key. The packets contain other paraneters not
shown in this figure

Initiator Responder
I11: DH list

sel ect preconputed R1
R1: puzzle, DH, key, sig

check sig remai n statel ess
sol ve puzzl e
I2: solution, DH, {key}, sig

__________________________ >
comput e DH check puzzle
check sig
R2: sig
=
check sig conpute DH
Figure 1

4.1.1. H P Puzzle Mechani sm

The purpose of the H P puzzle nechanismis to protect the Responder
froma nunber of denial-of-service threats. It allows the Responder
to delay state creation until receiving the |12 packet. Furthernore,
the puzzle allows the Responder to use a fairly cheap calculation to
check that the Initiator is "sincere" in the sense that it has
churned enough CPU cycles in solving the puzzle.

The puzzle allows a Responder inplenentation to conpletely del ay
associ ation-specific state creation until a valid |2 packet is
received. An |2 packet without a valid puzzle solution can be
rejected i nmedi ately once the Responder has checked the sol ution

The sol ution can be checked by conmputing only one hash function, and
invalid solutions can be rejected before state is created, and before
CPU-i ntensive public-key signature verification and D ffie-Hell man
key generation are perforned. By varying the difficulty of the
puzzl e, the Responder can frustrate CPU- or nenory-targeted DoS

att acks.

The Responder can renmin statel ess and drop nost spoofed |2 packets
because puzzle calculation is based on the Initiator’s Host ldentity
Tag. The idea is that the Responder has a (perhaps varying) nunber
of pre-calculated Rl packets, and it selects one of these based on
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the information carried in the |1 packet. Wen the Responder then

| ater receives the |2 packet, it can verify that the puzzle has been
solved using the Initiator’s HHT. This makes it inpractical for the
attacker to first exchange one 11/ Rl packet, and then generate a

| arge number of spoofed |2 packets that seemingly cone fromdifferent
H Ts. This nethod does not protect the Responder from an attacker
that uses fixed H Ts, though. Against such an attacker, a viable
approach nmay be to create a piece of local state, and renenber that
the puzzle check has previously failed. See Appendix A for one
possi bl e i npl enmentati on. Responder inplenentations SHOULD i ncl ude
sufficient randommess in the puzzle values so that algorithnmic

conpl exity attacks becone inpossible [ CRO03].

The Responder can set the puzzle difficulty for the Initiator, based
on its level of trust of the Initiator. Because the puzzle is not
included in the signature cal cul ati on, the Responder can use
pre-cal cul ated R1L packets and include the puzzle just before sending
the RL to the Initiator. The Responder SHOULD use heuristics to
determine when it is under a denial-of-service attack, and set the
puzzle difficulty value #K appropriately, as explained |ater

4.1.2. Puzzl e Exchange

The Responder starts the puzzle exchange when it receives an |1
packet. The Responder supplies a random nunber #l, and requires the
Initiator to find a nunber #J. To select a proper #J, the Initiator
nmust create the concatenation of #l, the H Ts of the parties, and #J,
and cal cul ate a hash over this concatenation using the RHASH
algorithm The | owest-order #K bits of the result MJST be zeros

The val ue #K sets the difficulty of the puzzle.

To generate a proper nunber #J, the Initiator will have to generate a
nurmber of #Js until one produces the hash target of zeros. The
Initiator SHOULD give up after exceeding the puzzle Lifetinme in the
PUZZLE paranmeter (as described in Section 5.2.4). The Responder
needs to re-create the concatenation of #, the H Ts, and the

provi ded #J, and conpute the hash once to prove that the Initiator
compl eted its assigned task.

To prevent preconputation attacks, the Responder MJST sel ect the
nunber #l in such a way that the Initiator cannot guess it.

Furt hernmore, the construction MJST all ow the Responder to verify that
the value #I was indeed selected by it and not by the Initiator. See
Appendi x A for an exanple on how to inplenent this.

Usi ng the Opaque data field in the PUZZLE (see Section 5.2.4) in an

ECHO REQUEST_SI GNED (see Section 5.2.20) or in an
ECHO REQUEST UNSI GNED par aneter (see Section 5.2.21), the Responder
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can include sone data in Rl that the Initiator MJST copy unnodified
in the corresponding |12 packet. The Responder can use the opaque
data to transfer a piece of local state information to the Initiator
and back -- for exanple, to recognize that the 12 is a response to a
previously sent RlL. The Responder can generate the opaque data in
vari ous ways, e.g., using encryption or hashing with sone secret, the
sent #l, and possibly using other related data. Wth the sane
secret, the received #| (fromthe |2 packet), and the other related
data (if any), the Responder can verify that it has itself sent the
#1 to the Initiator. The Responder MJST periodically change such a
secret.

It is RECOWENDED that the Responder generates new secrets for the
puzzl e and new Rls once every few minutes. Furthernore, it is
RECOMVENDED t hat the Responder is able to verify a valid puzzle
solution at least Lifetime seconds after the puzzle secret has been
deprecated. This tinme value guarantees that the puzzle is valid for
at least Lifetinme and at nost 2 * Lifetinme seconds. This limts the
usability that an old, solved puzzle has to an attacker. Moreover
it avoids problenms with the validity of puzzles if the lifetime is
relatively short conpared to the network delay and the tine for
solving the puzzle.

The puzzle value #l and the solution #J are inputs for deriving the
keying material fromthe Diffie-Hellnan key exchange (see

Section 6.5). Therefore, to ensure that the derived keying materia
differs, a Responder SHOULD NOT use the sane puzzle #l with the sane
DH keys for the sane Initiator twice. Such uniqueness can be

achi eved, for exanple, by using a counter as an additional input for
generating #1. This counter can be increased for each processed |1
packet. The state of the counter can be transmitted in the Opaque
data field in the PUZZLE (see Section 5.2.4), in an

ECHO REQUEST_SI GNED paraneter (see Section 5.2.20), or in an

ECHO REQUEST_UNSI GNED par aneter (see Section 5.2.21) without the need
to establish state.

NOTE: The protocol devel opers explicitly considered whether Rl should
include a tinestanp in order to protect the Initiator fromreplay
attacks. The decision was to NOT include a tinestanp, to avoid
problenms with global tine synchronization

NOTE: The protocol devel opers explicitly considered whether a nenory-

bound function should be used for the puzzle instead of a CPU bound
function. The decision was to not use nenory-bound functions.
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4.1.3. Authenticated Diffie-Hellman Protocol with DH Group Negotiation

The packets R1, 12, and R2 inplenment a standard authenti cated
Diffie-Hell man exchange. The Responder sends one of its public
Diffie-Hell man keys and its public authentication key, i.e., its Host
Identity, in RL. The signature in the RL packet allows the Initiator
to verify that the RlL has been once generated by the Responder
However, since the Rl is preconputed and therefore does not cover
associ ation-specific information in the 11 packet, it does not
protect agai nst replay attacks.

Before the actual authenticated D ffie-Hellman exchange, the
Initiator expresses its preference regarding its choice of the DH
groups in the Il packet. The preference is expressed as a sorted
list of DH Group IDs. The |1 packet is not protected by a signature.
Therefore, this list is sent in an unauthenticated way to avoid
costly conputations for processing the 11 packet at the Responder
side. Based on the preferences of the Initiator, the Responder sends
an Rl packet containing its nost suitable public DH value. The
Responder al so attaches a list of its own preferences to the RL to
convey the basis for the DH group selection to the Initiator. This
list is carried in the signed part of the RL packet. |If the choice
of the DH group value in the RL does not match the preferences of the
Initiator and the Responder, the Initiator can detect that the I|ist
of DH Goup IDs in the 11 was nani pul ated (see below for details).

If none of the DH Goup IDs in the 11 packet are supported by the
Responder, the Responder selects the DH group nost suitable for it,
regardl ess of the Initiator’s preference. It then sends the Rl
containing this DH group and its list of supported DH Group IDs to
the Initiator.

When the Initiator receives an Rl, it receives one of the Responder’s
public Diffie-Hellmn values and the list of DH Goup | Ds supported
by the Responder. This list is covered by the signature in the Rl
packet to avoid forgery. The Initiator conpares the Goup ID of the
public DH value in the Rl packet to the list of supported DH G oup
IDs in the RlL packets and to its own preferences expressed in the
list of supported DH Group IDs. The Initiator continues the BEX only
if the Goup ID of the public DH val ue of the Responder is the nost
preferred of the IDs supported by both the Initiator and Responder

O herwi se, the comunication is subject to a downgrade attack, and
the Initiator MUST either restart the base exchange with a new |1
packet or abort the base exchange. |If the Responder’s choice of the
DH group is not supported by the Initiator, the Initiator MAY abort

t he handshake or send a new |1 packet with a different |ist of
supported DH groups. However, the Initiator MJST verify the
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signature of the Rl packet before restarting or aborting the
handshake. It MJUST silently ignore the Rl packet if the signature is
not val i d.

If the preferences regarding the DH Group ID match, the Initiator
conputes the Diffie-Hell man session key (Kij). The Initiator creates
a H P association using keying material fromthe session key (see
Section 6.5) and may use the HI P association to encrypt its public
aut hentication key, i.e., the Host ldentity. The resulting |2 packet
contains the Initiator’s Diffie-Hell man key and its (optionally
encrypted) public authentication key. The signature of the |2
message covers all paraneters of the signed paraneter ranges (see
Section 5.2) in the packet wi thout exceptions, as in the RIL.

The Responder extracts the Initiator’s Diffie-Hellman public key from
the 12 packet, conmputes the Diffie-Hellman session key, creates a
correspondi ng H P associ ation, and decrypts the Initiator’s public
aut hentication key. It can then verify the signature using the

aut henti cation key.

The final nessage, R2, conpletes the BEX and protects the Initiator
agai nst replay attacks, because the Responder uses the shared key
fromthe Diffie-Hell man exchange to create a Hashed Message

Aut henti cation Code (HVMAC) and al so uses the private key of its Host
Identity to sign the packet contents.

4.1.4. H P Replay Protection

H P includes the follow ng mechani snms to protect against malicious
packet replays. Responders are protected against replays of |1
packets by virtue of the stateless response to |1 packets with
pre-signed Rl nessages. |Initiators are protected against Rl repl ays
by a nonotonically increasing "Rl generation counter" included in
the R1. Responders are protected against replays of forged |2
packets by the puzzle mechani sm (see Section 4.1.1 above), and
optional use of opaque data. Hosts are protected agai nst repl ays of
R2 packets and UPDATEs by use of a | ess expensive HVAC verification
preceding the H P signature verification

The R1 generation counter is a nmonotonically increasing 64-bit
counter that may be initialized to any value. The scope of the
counter MAY be systemw de, but there SHOULD be a separate counter
for each Host ldentity, if there is nore than one |ocal Host

Identity. The value of this counter SHOULD be preserved across
system reboots and invocations of the H P base exchange. This
counter indicates the current generation of puzzles. |nplenentations
MUST accept puzzles fromthe current generation and MAY accept
puzzles fromearlier generations. A systenis |ocal counter MJST be
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increnented at | east as often as every tine old Rls cease to be
valid. The | ocal counter SHOULD never be decrenented; otherw se, the
host exposes its peers to the replay of previously generated, higher-
nunber ed R1s.

A host nmay receive nore than one Rl, either due to sending nultiple

I 1 packets (see Section 6.6.1) or due to a replay of an old RL. \When
sending multiple |11 packets to the sanme host, an Initiator SHOULD
wait for a small anount of tine (a reasonable time nmay be

2 * expected RTT) after the first RL reception to all ow possibly
multiple Rls to arrive, and it SHOULD respond to an Rl anpong the set
with the largest Rl generation counter. |If an Initiator is
processing an RL or has already sent an |2 packet (still waiting for
the R2 packet) and it receives another RL with a |arger Rl generation
counter, it MAY elect to restart Rl processing with the fresher Rl

as if it were the first RL to arrive.

The R1 generation counter may roll over or nmay becone reset. It is
important for an Initiator to be robust to the | oss of state about
the Rl generation counter of a peer or to a reset of the peer’'s
counter. It is recomended that, when choosing between nultiple Rls,
the Initiator prefer to use the RL that corresponds to the current Rl
generation counter, but that if it is unable to nmake progress wth
that RL, the Initiator may try the other Rls, beginning with the Rl
packet with the highest counter.

4.1.5. Refusing a H P Base Exchange

A Hl P-aware host may choose not to accept a H P base exchange. |If
the host’s policy is to only be an Initiator and policy allows the
establishnent of a H P association with the original Initiator, it
shoul d begin its own H P base exchange. A host MAY choose to have
such a policy since only the privacy of the Initiator’s H is
protected in the exchange. It should be noted that such behavior can
introduce the risk of a race condition if each host’s policy is to
only be an Initiator, at which point the H P base exchange will fail.

If the host’'s policy does not permit it to enter into a H P exchange
with the Initiator, it should send an | CMP ' Desti nati on Unreachabl e,
Adm ni stratively Prohibited” nessage. A nore conplex H P packet is
not used here as it actually opens up nore potential DoS attacks than
a sinple |CVWP nessage. A HI P NOTIFY nessage i s not used because no
H P associ ation exists between the two hosts at that tine.
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4.1.6. Aborting a H P Base Exchange

Two H P hosts may encounter situations in which they cannot conplete
a H P base exchange because of insufficient support for cryptographic
algorithnms, in particular the H'T Suites and DH groups. After
receiving the RL packet, the Initiator can determ ne whether the
Responder supports the required cryptographic operations to
successfully establish a H P association. The Initiator can abort
the BEX silently after receiving an Rl packet that indicates an
unsupported set of algorithms. The specific conditions are described
bel ow.

The R1 packet contains a signed list of HT Suite | Ds as supported by
the Responder. Therefore, the Initiator can deternine whether its
source HIT is supported by the Responder. |If the HIT Suite ID of the
Initiator's HHT is not contained in the list of HT Suites in the Rl,
the Initiator MAY abort the handshake silently or MAY restart the
handshake with a new |1 packet that contains a source H T supported
by the Responder.

During the handshake, the Initiator and the Responder agree on a
singl e DH group. The Responder selects the DH group and its DH
public value in the RL based on the list of DH G oup IDs in the I1
packet. |If the Responder supports none of the DH groups requested by
the Initiator, the Responder selects an arbitrary DH and replies with
an Rl containing its list of supported DH Group IDs. 1In such a case,
the Initiator receives an Rl packet containing the DH public val ue
for an unrequested DH group and al so the Responder’s DH group list in
the signed part of the RL packet. At this point, the Initiator MAY
abort the handshake or MAY restart the handshake by sending a new |1
packet containing a selection of DH Group IDs that is supported by

t he Responder.

4.1.7. H P Downgrade Protection

In a downgrade attack, an attacker attenpts to unnoticeably
mani pul ate the packets of an Initiator and/or a Responder to

i nfluence the result of the cryptographic negotiations in the BEX in
its favor. As a result, the victins sel ect weaker cryptographic

al gorithnms than they woul d ot herwi se have sel ected wi thout the
attacker’s interference. Downgrade attacks can only be successful if
they renmmi n undetected by the victins and the victins falsely assune
a secure conmuni cati on channel

In HP, alnost all packet paraneters related to cryptographic
negoti ati ons are covered by signatures. These paraneters cannot be
directly manipul ated in a downgrade attack w thout invalidating the
signature. However, signed packets can be subject to replay attacks.
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In such a replay attack, the attacker could use an old BEX packet
with an outdated and weak sel ection of cryptographic algorithns and
replay it instead of a nore recent packet with a collection of
stronger cryptographic algorithms. Signed packets that could be
subject to this replay attack are the RlL and |12 packet. However,
replayed RL and |12 packets cannot be used to successfully establish a
H P BEX because t hese packets al so contain the public DH val ues of
the Initiator and the Responder. dd DH values fromrepl ayed packets
lead to invalid keying naterial and mismatching shared secrets
because the attacker is unable to derive valid keying material from
the DH public keys in the RL and cannot generate a valid HVAC and
signature for a replayed 12.

In contrast to the first version of H P [ RFC5201], version 2 of H P
as defined in this docunment begins the negotiation of the DH groups
already in the first BEX packet, the I1. The |1 packet is, by
intention, not protected by a signature, to avoid CPUintensive

crypt ographi c operations processing floods of |11 packets targeted at
the Responder. Hence, the list of DH Group IDs in the |1 packet is
vul nerable to forgery and manipulation. To thwart an unnoticed
mani pul ation of the |1 packet, the Responder chooses the DH group
determnistically and includes its own list of DH G oup IDs in the
signed part of the Rl packet. The Initiator can detect an attenpted
downgrade attack by conparing the list of DH Goup IDs in the R1
packet to its own preferences in the |1 packet. |If the choice of the
DH group in the Rl packet does not equal the best match of the two
lists (the highest-priority DH ID of the Responder that is present in
the Initiator’s DHIlist), the Initiator can conclude that its list in
the 11 packet was altered by an attacker. 1In this case, the
Initiator can restart or abort the BEX. As nentioned before, the
detection of the downgrade attack is sufficient to prevent it.

4.1.8. H P Opportunistic Mde

It is possible to initiate a HP BEX even if the Responder’s H (and
H T) is unknown. In this case, the initial |1 packet contains al
zeros as the destination HHT. This kind of connection setup is
cal l ed opportunistic node.

The Responder may have multiple H ' Ts due to multiple supported H T
Suites. Since the Responder’s HIT Suite in the opportunistic node is
not determ ned by the destination HT of the |1 packet, the Responder
can freely select a HHT of any HT Suite. The conplete set of HT
Sui tes supported by the Initiator is not known to the Responder
Therefore, the Responder SHOULD select its HT fromthe sane H'T
Suite as the Initiator’s HT (indicated by the H'T Suite information
inthe OCGA ID field of the Initiator’s H T) because this HT Suite is
obvi ously supported by the Initiator. |f the Responder selects a
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different HT that is not supported by the Initiator, the Initiator
MAY restart the BEX with an |1 packet with a source HIT that is
contained in the list of the Responder’'s HT Suites in the Rl packet.

Note that the Initiator cannot verify the signature of the Rl packet
if the Responder’s HI T Suite is not supported. Therefore, the
Initiator MJST treat Rl packets with unsupported Responder HI Ts as
potentially forged and MUST NOT use any paraneters fromthe
unverified RL besides the HI T_SU TE_LIST. Mbreover, an Initiator
that uses an unverified H T_SU TE LI ST froman Rl packet to determne
a possible source HHT MUST verify that the HHT_SU TE LI ST in the
first unverified RlL packet natches the HHT SU TE LIST in the second
R1 packet for which the Initiator supports the signature al gorithm
The Initiator MUST restart the BEX with a new |1 packet for which the
al gorithmwas nentioned in the verifiable RL if the two lists do not
mat ch. This procedure is necessary to mtigate downgrade attacks.

There are both security and APl issues involved with the
opportuni stic node. These issues are described in the renai nder of
this section.

G ven that the Responder’s H is not known by the Initiator, there
must be suitable APl calls that allow the Initiator to request,
directly or indirectly, that the underlying systeminitiates the HP
base exchange solely based on |locators. The Responder’s H wll be
tentatively available in the RL packet, and in an authenticated form
once the R2 packet has been received and verified. Hence, the
Responder’s HI T could be communi cated to the application via new AP
mechani sms.  However, with a backwards-conpatible APl the application
sees only the locators used for the initial contact. Depending on
the desired senmantics of the API, this can raise the foll ow ng

i ssues:

o The actual locators may |ater change if an UPDATE nessage i s used,

even if fromthe APl perspective the association still appears to
be between two specific locators. However, the locator update is
still secure, and the association is still between the same nodes.

o Different associations between the same two locators may result in
connections to different nodes, if the inplenmentation no |onger
renmenbers which identifier the peer had in an earlier association
This is possible when the peer’s | ocator has changed for
legitinmate reasons or when an attacker pretends to be a node that
has the peer’s locator. Therefore, when using opportunistic node,
H P i npl ementati ons MJUST NOT place any expectation that the peer’s
H returned in the R1L nessage matches any H previously seen from
t hat address
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If the H P inplenentation and application do not have the sane
under st andi ng of what constitutes an association, this nmay even
happen wi thin the same association. For instance, an

i mpl enent ati on may not know when HI P state can be purged for
UDP- based appli cati ons.

In addition, the follow ng security considerations apply. The
generation counter nmechanismw ||l be less efficient in protecting
agai nst replays of the Rl packet, given that the Responder can choose
a replay that uses an arbitrary H, not just the one given in the I1
packet .

More inportantly, the opportunistic exchange is vulnerable to

man-i n-the-ni ddl e attacks, because the Initiator does not have any
public key information about the peer. To assess the inpacts of this
vul nerability, we conmpare it to vulnerabilities in current,

non- H P- capabl e conmuni cati ons.

An attacker on the path between the two peers can insert itself as a
man-in-the-nmiddle by providing its own identifier to the Initiator
and then initiating another H P association towards the Responder.
For this to be possible, the Initiator nust enploy opportunistic
node, and the Responder nust be configured to accept a connection
from any Hl P-enabl ed node.

An attacker outside the path will be unable to do so, given that it
cannot respond to the nessages in the base exchange.

These security properties are characteristic also of conmunications
in the current Internet. A client contacting a server w thout

enpl oyi ng end-to-end security nmay find itself talking to the server
via a nman-in-the-mddle, assuming again that the server is willing to
tal k to anyone.

If end-to-end security is in place, then the worst that can happen in
both the opportunistic HP and non-H P (normal |P) cases is denial-
of -service; an entity on the path can di srupt communi cations, but

will be unable to successfully insert itself as a man-in-the-m ddle.

However, once the opportunistic exchange has successfully conpl et ed,
H P provides confidentiality and integrity protection for the
conmmuni cati ons, and can securely change the | ocators of the
endpoi nt s.

As a result, opportunistic node in H P offers a "better than nothing"
security nodel. Initially, a base exchange authenticated in the
opportuni stic node involves a | eap of faith subject to man-in-the-

m ddl e attacks, but subsequent datagrans related to the sane H P
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associ ati on cannot be conprom sed by a new nan-in-the-mddle attack
Further, if the man-in-the-m ddle noves away fromthe path of the
active association, the attack would be exposed after the fact.

Thus, it can be stated that opportunistic node in HHP is at |east as
secure as unprotected | P-based conmuni cati ons.

4.2. Updating a H P Associ ation

A H P associ ation between two hosts may need to be updated over tine.
Exanpl es include the need to rekey expiring security associations,
add new security associations, or change | P addresses associated with
hosts. The UPDATE packet is used for those and other sinmlar
purposes. This docunent only specifies the UPDATE packet format and
basi ¢ processing rules, with mandatory paraneters. The actual usage
is defined in separate specifications.

H P provi des a general - purpose UPDATE packet, which can carry
multiple H P paraneters, for updating the H P state between two
peers. The UPDATE nechani sm has the followi ng properties:

UPDATE messages carry a nonotonically increasing sequence nunber
and are explicitly acknow edged by the peer. Lost UPDATEs or
acknow edgnments may be recovered via retransm ssion. Miltiple
UPDATE nessages nay be outstandi ng under certain circunstances.

UPDATE is protected by both H P_MAC and HI P_SI GNATURE par anet ers,
si nce processi ng UPDATE signatures alone is a potential DoS attack
agai nst internedi ate systens.

UPDATE packets are explicitly acknow edged by the use of an

acknow edgnent paraneter that echoes an individual sequence nunber
received fromthe peer. A single UPDATE packet may contain both a
sequence nunber and one or nore acknow edgnent nunbers (i.e.

pi ggybacked acknow edgnment (s) for the peer’s UPDATE)

The UPDATE packet is defined in Section 5.3.5.
4.3. Error Processing

H P error processing behavi or depends on whether or not there exists
an active H P association. 1In general, if a H P association exists
bet ween the sender and receiver of a packet causing an error
condition, the receiver SHOULD respond with a NOTIFY packet. On the
other hand, if there are no existing H P associ ati ons between the
sender and receiver, or the receiver cannot reasonably determ ne the
identity of the sender, the receiver MAY respond with a suitable | CW
message; see Section 5.4 for nore details.
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The H P protocol and state nachine are designed to recover from one
of the parties crashing and losing its state. The follow ng
scenari os describe the main use cases covered by the design

No prior state between the two systens.

The systemwith data to send is the Initiator. The process
follows the standard four-packet base exchange, establishing
the H P association

The systemwith data to send has no state with the receiver, but
the receiver has a residual H P association

The systemwith data to send is the Initiator. The Initiator
acts as in no prior state, sending an |1 packet and receiving
an Rl packet. Wen the Responder receives a valid |2 packet,
the old association is 'discovered” and del eted, and the new
associ ation is established.

The systemwi th data to send has a H P association, but the
recei ver does not.

The system sends data on the outbound user data security
associ ation. The receiver 'detects’ the situation when it
receives a user data packet that it cannot match to any H P
associ ation. The receiving host MJST discard this packet.

The receiving host SHOULD send an | CMP packet, with the type
Paraneter Problem to informthe sender that the H P
associ ati on does not exist (see Section 5.4), and it NMNAY
initiate a new HHP BEX. However, responding with these
optional mechanisnms is inplenmentation or policy dependent. |If
the sending application doesn’t expect a response, the system
coul d possibly send a | arge nunber of packets in this state, so
for this reason, the sending of one or nore | CMP packets is
RECOMVENDED. However, any such responses MJST be rate-limted
to prevent abuse (see Section 5.4).

4.4, HP State Machi ne

H P itself has little state. |In the H P base exchange, there is an
Initiator and a Responder. Once the security associations (SAs) are
established, this distinctionis lost. |If the HP state needs to be
re-established, the controlling paraneters are which peer still has

state and which has a datagramto send to its peer. The follow ng
state machine attenpts to capture these processes.
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The state nmachine is symmetric and is presented in a single system
view, representing either an Initiator or a Responder. The state
machine is not a full representation of the processing |ogic.

Addi tional processing rules are presented in the packet definitions.
Hence, both are needed to conpletely inplenent H P

Thi s docunent extends the state nachine as defined in [ RFC5201] and
introduces a restart option to allow for the negotiation of
cryptographic algorithns. The extension to the previous state
machi ne in [RFC5201] is a transition fromstate |1-SENT back again to
| 1- SENT; nanely, the restart option. An Initiator is required to
restart the H P base exchange if the Responder does not support the
H T Suite of the Initiator. 1In this case, the Initiator restarts the
H P base exchange by sending a new |1 packet with a source HT
supported by the Responder

| mpl enentors nust understand that the state nachi ne, as described

here, is informational. Specific inplenmentations are free to
i mpl enent the actual processing logic differently. Section 6
descri bes the packet processing rules in nore detail. This state

machi ne focuses on the HP I1, Rl, 12, and R2 packets only. New
states and state transitions rmay be introduced by mechani snms in other
specifications (such as nmobility and multihom ng).

4.4.1. State Machi ne Term nol ogy

Unused Association Lifetime (UAL): Inplenentation-specific tinme for
which, if no packet is sent or received for this tinme interval, a
host MAY begin to tear down an active H P association

Maxi mum Segnent Lifetinme (MsSL): Maxinmumtine that a H P packet is
expected to spend in the network. A default value of 2 mnutes
has been borrowed from [ RFCO793] because it is a prevailing
assunption for packet lifetines.

Exchange Conplete (EC): Tine that the host spends at the R2- SENT
state before it noves to the ESTABLI SHED state. The time is n *
|2 retransmi ssion timeout, where n is about |2 RETRI ES MAX

Recei ve ANYOTHER: Any received packet for which no state transitions
or processing rules are defined for a given state.

Moskowi tz, et al. St andards Track [ Page 26]



RFC 7401

4.4, 2. H P States

UNASSQOCI ATED
| 1- SENT
| 2- SENT
R2- SENT
ESTABLI SHED

CLOSI NG

CLOSED

E- FAI LED

Moskowi tz, et al

H Pv2 April 2015

State machine start

Initiating base exchange

Waiting to conplete base exchange
Waiting to conpl ete base exchange
HI P associ ati on established

H P association closing, no data can be
sent

H P associ ation closed, no data can be sent

H P base exchange fail ed

Table 1: H P States
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4.4, 3. H P State Processes

System behavi or in state UNASSOCI ATED, Table 2.

User data to send,
requiring a new H P
associ ati on

Send 11 and go to |1-SENT

Receive |11 Send R1 and stay at UNASSOCI ATED

Receive 12, process I f successful, send R2 and go to

R2- SENT

Recei ve user data for an
unknown HI P associ ati on

Optionally send |CMP as defined in
Section 5.4 and stay at UNASSCCI ATED
Recei ve CLOSE Optionally send | CMP Par anet er

|
|
|
|
|
|
|
I
If fail, stay at UNASSOCI ATED |
|
|
|
I
Probl em and stay at UNASSCCI ATED |

|

|

Recei ve ANYOTHER Drop and stay at UNASSCOCI ATED

Tabl e 2: UNASSCCI ATED - Start State
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System behavior in state |11-SENT, Table 3.

Receive 11 from
Responder

If the local HIT is snaller than the peer
H'T, drop Il and stay at | 1-SENT (see
Section 6.5 for H T conparison)

If the local HI'T is greater than the peer
H T, send Rl and stay at | 1- SENT

Receive |12, process I f successful, send R2 and go to R2- SENT
If fail, stay at |1-SENT
If the HT Suite of the local HT is not

| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
Recei ve R1l, process |

| supported by the peer, select supported

| local HIT, send |1, and stay at |1-SENT

| |

| I'f successful, send 12 and go to |2-SENT |

| |

| I'f fail, stay at 11-SENT |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |

Recei ve ANYOTHER Drop and stay at | 1- SENT

Ti meout Increnent trial counter
If counter is less than |1 _RETRI ES MAX,
send 11 and stay at |1-SENT
If counter is greater than |1 RETRI ES MAX,
go to E-FAILED
o e e e e e e e ea oo Fommm e e e e e e e e e e e e e e e e e e e e e emeaao o +

Table 3: 11-SENT - Initiating the H P Base Exchange
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System behavior in state |2-SENT, Table 4.

Receive |11 Send Rl and stay at |2-SENT

Recei ve Rl, process I f successful, send 12 and stay at |2-SENT
If fail, stay at |2-SENT

I f successful and local HT is snmaller than
the peer H T, drop |2 and stay at |2-SENT

Receive 12, process
I f successful and local H T is greater than
the peer HT, send R2 and go to R2- SENT

If fail, stay at |2-SENT

Recei ve R2, process

I f successful, go to ESTABLI SHED

Recei ve CLCSE,
process

I f successful, send CLOSE ACK and go to
CLCSED

If fail, stay at |2-SENT

Recei ve ANYOTHER Drop and stay at |2- SENT

I
I
I
I
I
I
I
I
I
I
I
I
I
I
|
If fail, stay at |2-SENT
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I

Ti meout Increnment trial counter
If counter is less than | 2_RETRI ES_MAX,
send 12 and stay at |2-SENT
If counter is greater than |2 RETRI ES MAX
go to E-FAILED
Fom e e e ek oo e e e e e e e e e e e e e e e e e e eeee oo +

Table 4: 12-SENT - Waiting to Finish the H P Base Exchange
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System behavior in state R2- SENT, Table 5.

Receive |11 Send Rl and stay at R2- SENT

Receive 12, process I f successful, send R2 and stay at

R2- SENT

If fail, stay at R2- SENT
Recei ve Rl Drop and stay at R2- SENT
Receive R2 Drop and stay at R2- SENT
Recei ve data or UPDATE | Move to ESTABLI SHED

Exchange Conpl ete Move to ESTABLI SHED
Ti meout
Recei ve CLOSE, process I f successful, send CLOSE ACK and go to

CLCSED
If fail, stay at ESTABLI SHED

Recei ve CLOSE_ACK Drop and stay at R2- SENT

Recei ve NOTI FY Process and stay at R2- SENT

Table 5: R2-SENT - Waiting to Finish HP
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System behavior in state ESTABLI SHED, Tabl e 6.

Recei ve

Recei ve

Recei ve

Recei ve

for H P associ ati on

R1
R2

user data

No packet
sent/recei ved

during UAL ninutes

Recei ve

Recei ve
process

Recei ve

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
| Receive
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

Recei ve

UPDATE

CLGCSE,

Moskowi tz, et al

Send R1 and stay at ESTABLI SHED

Process with puzzle and possi bl e Opaque
data verification

I f successful, send R2, drop old H P
associ ation, establish a new H P
association, and go to R2- SENT

If fail, stay at ESTABLI SHED

Drop and stay at ESTABLI SHED

Drop and stay at ESTABLI SHED

Process and stay at ESTABLI SHED

Send CLOSE and go to CLCSI NG

Process and stay at ESTABLI SHED

I f successful, send CLOSE ACK and go to
CLCSED

If fail, stay at ESTABLI SHED
Drop and stay at ESTABLI SHED

Process and stay at ESTABLI SHED

Tabl e 6: ESTABLISHED - H P Associ ati on Established

2015
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System behavior in state CLOSING Table 7.

User data to send,
requires the creation of
anot her incarnation of the
H P associ ati on

|

|

|

|

| _

| Receive I1

|

| Receive |2, process
|

|

|

| .

| Receive R1, process
|

|

I

| Receive CLOSE, process
|

|

|

| Receive CLOSE _ACK, process
|

|

|

| Receive ANYOTHER

|

| Ti meout

|

|

|

|

|

|

Tabl e 7: CLCSI NG -

Moskowi tz, et al.

H P Associ ati on Has Not Been Used for

St andards Track

Send 11 and go to |1-SENT

Send R1 and stay at CLOSI NG

I f successful,
R2- SENT

send R2 and go to

If fail, stay at CLOSI NG

I f successful,
| 2- SENT

send 12 and go to

If fail, stay at CLOSI NG

I f successful,
di scard state,

send CLOSE_ACK,

and go to CLCOSED
If fail, stay at CLOSI NG
I f successful,
t o UNASSCOCI ATED

If fail, stay at CLOSI NG

Drop and stay at CLOSI NG

I ncrenent tineout sum and reset
tiner.
UAL+MSL m nut es,
and stay at CLOSI NG

If tineout sumis greater than
UAL+MSL mi nut es,

April

di scard state and go

If timeout sumis |ess than
retransnmt CLOSE

go to UNASSOCI ATED

2015
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System behavior in state CLOSED, Table 8

Datagramto send, requires the

creation of another incarnation of the
H P associ ati on

Send 11 and stay at
CLCSED

Receive |11 Send R1 and stay at

CLOSED

I f successful, send R2
and go to R2- SENT

Receive |12, process

If fail, stay at CLOSED
Recei ve R1l, process If successful, send |2
and go to |2-SENT

If fail, stay at CLOSED
Recei ve CLOSE, process I f successful, send

CLCSE_ACK and stay at
CLCSED

If fail, stay at CLOSED

Recei ve CLOSE_ACK, process I f successful, discard
state and go to

UNASSCCI ATED
If fail, stay at CLOSED
Recei ve ANYOTHER Drop and stay at CLOSED

Ti meout (UAL+2NVBL) Di scard state and go to

UNASSQOCI ATED

Table 8: CLOSED - CLOSE _ACK Sent, Resending CLOSE ACK if Necessary
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System behavior in state E-FAILED, Table 9.

o oo m e e e e e e e e e e e e e e e me o +
| Trigger | Action |
o e e e e e e e e o e e e e e e e e e e e e e e e e e e e e e +
| Wait for | Go to UNASSOCI ATED. Renegotiation is

| inplenmentation-specific | possible after noving to UNASSOCI ATED |
| tinme | state. |
o oo m e e e e e e e e e e e e e e e me o +

Table 9: E-FAILED - HI P Failed to Establish Association with Peer
4.4.4. Sinplified HHP State Di agram
The followi ng diagram (Figure 2) shows the major state transitions.

Transitions based on received packets inplicitly assune that the
packets are successfully authenticated or processed.
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+- -+ o oo +
recv 11, send RL | | | |
| v v |
LR + recv 12, send R2 |
e | UNASSCCI ATED |---------------- + |
datagram | +--+ LR + | |
tosend, | | | A g. not supported, | |
send 11| | | send Il | |
v | v | |
R + recv 12, send R2 | |
e N B S = ) I B e + |
| Fomm e e o + e e e e a - + | |
| | recv R2, | recv 12, send R2 || | |
| v send |2 | Vv V Vv |
| Fommmm e oo - + | Fommmm e oo - + |
| +---> 12-SENT |---------- + R R | R2-SENT | <---+ |
I SR + | NERREEEEE o
| | |recv R2 | data or| |
| Jrecv RL, | | | EC ti neout | |
| |send 12 S I + | receive 12,] |
[ [ S + | send R2| |
| | +------ >| ESTABLISHED | <---------- + |
| | e + |
| | || | receive 12, send R2 |
| | S RS + S +
| | TS + |
| ] | no packet sent/received| +---+ | ]
| | for UAL m n, send CLOSE| | | ti meout |
| | v v | (UAL+MBL) |
| | e + |retransmt |
S I I | CLOSING | -+CLOSE [
| | oo + |
| | (N (.
Fom - - - [-----mmmm e + | I e +
| | Fom - - - + oo --+
| | | recv CLOSE, recv CLOSE_ACK | |
| T + | send CLOSE_ACK or timeout [
| recv CLOSE, | | ( UAL+MSL) |
| send CLOSE_ACK vV Vv | ]
| e + receive 12, send R2 |
R | CLOSED |----- - mmmmm e oo - +
Fomm + |
~ |
recv CLOSE, send CLOSE_ACK| | | ti meout (UAL+2MBL) |
o e e e e e e +

Figure 2
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4.5. User Data Considerations
4.5.1. TCP and UDP Pseudo Header Conputation for User Data

When conputing TCP and UDP checksuns on user data packets that flow
t hrough sockets bound to H Ts, the |1 Pv6 pseudo header fornat

[ RFC2460] MUST be used, even if the actual addresses in the header of
t he packet are |Pv4 addresses. Additionally, the H Ts MJST be used
in place of the IPv6 addresses in the | Pv6 pseudo header. Note that
t he pseudo header for actual H P payloads is conputed differently;
see Section 5.1.1.

4.5.2. Sending Data on H P Packets

O her documents may define how to include user data in various H P
packets. However, currently the H P header is a terninal header, and
not followed by any other headers.

4.5.3. Transport Formats

The actual data transmission format, used for user data after the HP
base exchange, is not defined in this docunment. Such transport
formats and met hods are described in separate specifications. Al

H P i npl enentati ons MJST inplenent, at mninum the ESP transport
format for HIP [RFC7402]. The transport format to be chosen is
negotiated in the base exchange. The Responder expresses its
preference regarding the transport format in the
TRANSPORT_FORMAT_LI ST in the RL packet, and the Initiator selects one
transport format and adds the respective H P paraneter to the |2
packet .

4.5. 4., Reboot, Tineout, and Restart of H P

Simulating a loss of state is a potential DoS attack. The follow ng
process has been crafted to nanage state recovery w thout presenting
a DoS opportunity.

If a host reboots or the H P association tinmes out, it has lost its
H P state. |If the host that lost state has a datagramto send to the
peer, it sinply restarts the H P base exchange. After the base
exchange has conpleted, the Initiator can create a new payl oad
association and start sending data. The peer does not reset its
state until it receives a valid |2 packet.

If a systemreceives a user data packet that cannot be natched to any
existing H P association, it is possible that it has lost the state
and its peer has not. It MAY send an | CMP packet with the Paraneter
Problemtype, and with the Pointer pointing to the referred
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4.

5.

5.

H P-rel ated association infornmation. Reacting to such traffic
depends on the inplenentation and the environnment where the
i mpl ement ation is used.

If the host that apparently has lost its state decides to restart the
H P base exchange, it sends an |1 packet to the peer. After the base
exchange has been conpl eted successfully, the Initiator can create a

new HI P associ ation, and the peer drops its old payl oad associ ations

and creates a new one.

6. Certificate Distribution

Thi s docunent does not define howto use certificates or howto
transfer them between hosts. These functions are expected to be
defined in a future specification, as was done for H P version 1 (see
[ RFC6253]). A paraneter type value, neant to be used for carrying
certificates, is reserved, though: CERT, Type 768; see Section 5.2.

Packet Fornmats
1. Payl oad For nat
Al'l H P packets start with a fixed header.
0 1 2 3
01234567890123456789012345678901
e T s t e e o e S el o o b oI S SRR S
Next Header | Header Length | 0] Packet Type |Version| RES.|1
B e s o s o S S e e e i T TEIE TRIE TR TRl SR S S S B e e i i =
Checksum | Controls |

B e e i S e e T s i i S T R SR S S S S T S i
Sender’s Host Identity Tag (H T)

Receiver’s Host ldentity Tag (HIT)
B i e T i s S o S S e

+-
|

+-

|

+-

|

|

|

|

B s o s o S S e e S i TRIE TR TR S S S e e o o e i =
|

|

|

|

+-

|

/ H P Par aneters /
/ /
|
+-

I
I
I
I
+
I
I
I
I
+
I
I
+

T T S S e T AT 2 S e i i S S S S S S
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The H P header is logically an | Pv6 extension header. However, this
docunent does not describe processing for Next Header val ues other
than deci mal 59, | PPROTO NONE, the I Pv6 'no next header’ val ue

Fut ure docunents MAY define behavi or for other values. However,
current inplenmentations MJST ignore trailing data if an uni npl ement ed
Next Header value is received.

The Header Length field contains the conbined I ength of the HP
Header and H P paraneters in 8-byte units, excluding the first

8 bytes. Since all H P headers MIST contain the sender’s and
receiver’s HT fields, the mininumvalue for this field is 4, and
conversely, the maxi numlength of the HH P Paraneters field is
(255 * 8) - 32 = 2008 bytes (see Section 5.1.3 regarding HP
fragmentation). Note: this sets an additional linit for sizes of
paraneters included in the Paraneters field, independent of the

i ndi vi dual paraneter maxi mum | engt hs.

The Packet Type indicates the H P packet type. The individual packet
types are defined in the relevant sections. |If a H P host receives a
H P packet that contains an unrecogni zed packet type, it MJST drop

t he packet.

The HIP Version field is four bits. The version defined in this
docunent is 2. The version nunber is expected to be increnented only
if there are inconpatible changes to the protocol. Mst extensions
can be handl ed by defining new packet types, new paraneter types, or
new Controls (see Section 5.1.2).

The following three bits are reserved for future use. They MJIST be
zero when sent, and they MUST be ignored when handling a received
packet .

The two fixed bits in the header are reserved for SH M6 conpatibility
[ RFC5533], Section 5.3. For inplenmentations adhering (only) to this
speci fication, they MIUST be set as shown when sendi ng and MJST be

i gnored when receiving. This is to ensure optinal forward
conmpatibility. Note that for inplenentations that inplenent other
conpati bl e specifications in addition to this specification, the
corresponding rules may well be different. For exanple, an

i npl enmentation that inplenents both this specification and the SH M
protocol may need to check these bits in order to determ ne how to
handl e t he packet.

The HT fields are always 128 bits (16 bytes) |ong.
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5.1.1. Checksum

Since the checksum covers the source and destination addresses in the
| P header, it MJST be reconputed on H P-aware NAT devi ces.

If IPv6 is used to carry the H P packet, the pseudo header [RFC2460]

contains the source and destination |IPv6 addresses, H P packet |ength
in the pseudo header Length field, a zero field, and the H P protoco

nunber (see Section 5.1) in the Next Header field. The Length field

is in bytes and can be calculated fromthe H P Header Length field:

(H P Header Length + 1)
In case of using |Pv4, the | Pv4 UDP pseudo header format [ RFCO768] is
used. In the pseudo header, the source and destination addresses are
those used in the I P header, the zero field is obviously zero, the
protocol is the H P protocol nunber (see Section 4), and the length
is calculated as in the | Pv6 case.

5.1.2. HP Controls

The H P Controls field conveys information about the structure of the
packet and capabilities of the host.

The following fields have been defi ned:

R i i T S S e T e ol T
T B B B
B s o ks ik ks S SR S i R S S e

A - Anonynous: If this is set, the sender’s H in this packet is
anonynous, i.e., one not listed in a directory. Anonynous H's

SHOULD NOT be stored. This control is set in packets using
anonynmous sender H's. The peer receiving an anonynous H in an Rl
or 12 may choose to refuse it.

The rest of the fields are reserved for future use, and MJUST be set
to zero in sent packets and MJST be ignored in received packets.

5.1.3. H P Fragnmentation Support

A H P inplenentati on MIST support |P fragnentation/reassenbly.
Fragnent reassenbly MJUST be inplenmented in both | Pv4d and | Pv6, but
fragment generation is REQU RED to be inplemented in | Pv4d (IPv4
stacks and networks will usually do this by default) and RECOMMENDED
to be inplenented in IPv6. In |Pv6 networks, the m nimum MIU is

| arger, 1280 bytes, than in I Pv4 networks. The larger MIU size is
usual ly sufficient for nost H P packets, and therefore fragnent
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generation may not be needed. If it is expected that a host will
send H P packets that are larger than the m ninum|Pv6e MU, the
i mpl enent ati on MUST i npl enent fragnment generation even for |Pv6.

In I Pv4 networks, HI P packets may encounter |ow MIUs al ong their
routed path. Since basic H P, as defined in this docunent, does not
provide a nechanismto use multiple IP datagrans for a single HP
packet, support for path MIU di scovery does not bring any value to
H P in | Pv4d networks. H P-aware NAT devices SHOULD perform | Pv4
reassenbl y/fragnentati on for H P packets.

All H P inplenentations have to be careful while enploying a
reassenbly algorithmso that the algorithmis sufficiently resistant
to DoS attacks.

Certificate chains can cause the packet to be fragnented, and
fragmentation can open inplenentations to denial-of-service attacks
[ KAUD3]. "Hash and URL" schenes as defined in [ RFC6253] for H P
version 1 nmay be used to avoid fragnentation and nitigate resulting
DoS attacks.

5.2. H P Paraneters

The H P paraneters carry information that is necessary for
establishing and naintaining a H P association. For exanple, the
peer’s public keys as well as the signaling for negotiating ciphers
and payl oad handling are encapsulated in H P paranmeters. Additiona
i nformati on, neaningful for end hosts or m ddl eboxes, may al so be
included in H P paraneters. The specification of the H P paraneters
and their mapping to H P packets and packet types is flexible to

all ow H P extensions to define new paraneters and new protoco

behavi or.

In H P packets, H P paraneters are ordered according to their numeric
type nunber and encoded in TLV format.
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The followi ng paraneter types are currently defined.

to transfer
certificates.
Specified in a
separ ate documnent.

o e e e e e oo Fom oo e R Fmm e e e a oo +
| TLV | Type | Length | Data |
o e e e e e e e e e e e e m o Fomm - S o e e e +
| R1_COUNTER | 129 | 12 | Puzzle generation

| | | | counter |
| | | | |
| PUZZLE | 257 | 12 | #K and Random #I |
| | | | |
| SCLUTI ON | 321 | 20 | #K, Random #| and

| | | | puzzle solution #J

| | | | |
| SEQ | 385 | 4 | UPDATE packet 1D |
| | | | nunmber |
| | | | |
| ACK | 449 | variable | UPDATE packet ID |
| | | | nunber |
| | | | |
| DH GROUP_LI ST | 511 | variable | Odered list of DH |
| | | | Group IDs supported

| | | | by a host |
| | | | |
| DI FFI E_HELLMAN | 513 | variable | public key

| | | | |
| H P_Cl PHER | 579 | variable | List of HP |
| | | | encryption |
| | | | algorithns |
| | | | |
| ENCRYPTED | 641 | variable | Encrypted part of a

| | | | HI P packet |
| | | | |
| HOST_ID | 705 | variable | Host ldentity with

| | | | Fully Qualified |
| | | | Domain Nanme (FQDN) |
| | | | or Network Access

| | | | Identifier (NAI)

| | | | |
| H T_SU TE LI ST | 715 | variable | Odered list of the

| | | | H'T Suites supported

| | | | by the Responder

| | | | |
| CERT | 768 | variable | H Certificate; used

| | | | |
| | | | |
| | | | |
| | | | |
| | | | |
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| NOTI FI CATI ON | 832 | variable | Informational data

| | | | |
| ECHO REQUEST_SI GNED | 897 | variable | Opaque data to be |
| | | | echoed back; signed

| | | | |
| ECHO RESPONSE SIGNED | 961 | variable | Opaque data echoed

| | | | back by request; |
I I I I si gned I
| TRANSPORT_FORMAT _LIST | 2049 | Odered | variable |
| | | list of | |
| | | preferred | |
| | | HP | |
| | | transport | |
| | | type | |
| | | nunbers |

| | | | |
| H P_MAC | 61505 | variable | HVAC- based nessage

| | | | authentication code,

| | | | with key nateri al

| | | | from KEYMAT

| | | | |
| H P_MAC 2 | 61569 | variable | HWAC based nessage

| | | | authentication code,

| | | | with key nateri al

| | | | from KEYMAT. Unlike

| | | | H'P_MAC, the HOST_ID

| | | | parameter is |
| | | | included in |
| | | | H P_MAC 2 |
| | | | cal cul ation. |
| | | | |
| HI P_SI GNATURE_2 | 61633 | variable | Signature used in Rl

: I :
| H P_SI GNATURE | 61697 | variable | Signature of the

: I :
| ECHO REQUEST UNSIGNED | 63661 | variable | Opaque data to be |
| | | | echoed back; after

| | | | signature

| | | | |
| ECHO RESPONSE UNSI GNED | 63425 | variable | Opaque data echoed

| | | | back by request; |
| | | | after signature

o e e e e e e e e m o S S o e e e e e e oo +
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As the ordering (fromlowest to highest) of H P paraneters is
strictly enforced (see Section 5.2.1), the paraneter type values for
exi sting paraneters have been spaced to allow for future protoco

ext ensi ons.

The follow ng paraneter type nunber ranges are defined

R oo m e e e e e e e e e e e e e e e e e e e e e e e e eaa +
| Type Range | Purpose |
T o +

0 - 1023 Handshake

1024 - 2047 Reserved

2048 - 4095 Paraneters related to H P transport fornmats

4096 - 8191 Si gned paraneters allocated through specification

docunent s
8192 - 32767 Reserved

Reserved for Private Use. Signed paraneters.
49152 - 61439 Reserved
61440 - 62463 Si gnatures and (signhed) MACs
62464 - 63487 Paraneters that are neither signed nor MACed
Rendezvous and rel ayi ng

Paraneters that are neither signed nor MACed

I
I
I
I
I
I
I
I
I
|
| 32768 - 49151
I
I
I
I
I
I
I
I
I
I
I
| Reser ved

The process for defining new paraneters is described in Section 5.2.2
of this docunent.

The range between 32768 (2715) and 49151 (2715 + 27~14) is Reserved
for Private Use. Types fromthis range SHOULD be selected in a
random fashion to reduce the probability of collisions.

5.2.1. TLV For nmat
The TLV-encoded paraneters are described in the foll ow ng

subsections. The Type field value al so describes the order of these
fields in the packet. The paraneters MJST be included in the packet
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so that their types forman increasing order. |If multiple paraneters
with the sane type nunber are in one packet, the paraneters with the
same type MJST be consecutive in the packet. |If the order does not

follow this rule, the packet is considered to be nmalforned and it
MJUST be di scar ded.

Paraneters using type values from 2048 up to 4095 are related to
transport formats. Currently, one transport fornmat is defined: the
ESP transport format [RFC7402].

Al'l of the encoded TLV paraneters have a length (that includes the
Type and Length fields), which is a multiple of 8 bytes. Wen
needed, paddi ng MJST be added to the end of the paraneter so that the
total length is a multiple of 8 bytes. This rule ensures proper

ali gnment of data. Any added paddi ng bytes MJST be zeroed by the
sender, and their values SHOULD NOT be checked by the receiver.

The Length field indicates the length of the Contents field (in
bytes). Consequently, the total length of the TLV paraneter
(including Type, Length, Contents, and Padding) is related to the
Length field according to the follow ng fornul a:

Total Length = 11 + Length - (Length + 3) % 8;
where %is the nodul o operator.

0 1 2 3
0123456