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Preface

This is a book for which people in the interactive fiction community
have been waiting for quite some time. It has its origins in the eatly parts
of this century. As can easily happen with a project like this, it lost its
way some years ago. Last year, it was determined that it should finally
come out, even though many of the articles were old. The oringal
authors were contacted, and a number of them were happy to see their
articles finally in print (although many of the articles in here can be
found on the web in various places). Some made no revisions to their
articles, some made minor revisions, and some made major revisions.
There were even a few new pieces that snuck in.

There is a wealth of information contained in this book, for the first
time in one place. However, be aware that this does not necessarily
represent the state of the art in interactive fiction theory. Neither does it
represent the breadth of the current interactive fiction community. So
take it for what it is: a collection of some intriguing thought about the
theory, craft, and history of interactive fiction.

Many thanks to Emily Short and her co-editor Dennis Jerz for
starting this project (and for holding on to the files all these yearsl!).
Thanks to J. Robinson Wheeler for helping with the editing of this book
and for the nifty cover image. Thanks to Michael Hilborn for extracting
the files into a more usable format. And of course, thanks to all the
authors for contributing to this volume. I hope this book inspires more
thinking and writing and coding about interactive fiction theory.

Kevin Jackson-Mead






Crimes Against Mimesis
Roger S. G. Sorolla

RogerSebastian@gmail.com

originally posted to Usenet in April 1996

Initial Remarks: Puzzles, Problem-Solving,
and IF

Hello all,

I’'ve been lurking on here for a couple of months, ever since I got
stuck on Christminster. The high quality of debate and thinking on these
newsgroups is amazing, and so is the interest value of the games being
put out by the likes of Messrs. Nelson, Rees, and deMause.

The recent debate on “puzzley” and “puzzle-free” IF has got me
thinking about what exactly makes an IF game too “puzzley.” I think that
IF (hypetfiction and the like) can definitely be free of problem-solving
elements, but an IF game cannot. Here’s why:

There are three possible elements of challenge in a game:
coordination, chance, and problem-solving, Chess is an example of a
game that is pure problem-solving; a slot machine is a game that is pure
chance; and a shooting gallery is a game that is a pure test of hand-eye
coordination.

If an interactive computer program has none of these elements—if,
say, the point of the game is to wander through a landscape and look at
all the pretty scenery—I think most of us would be reluctant to call it a
“game.” The pure walk-through would get more “game-like” if, for
example, the designer added a large number of non-obvious “Easter
eggs’—birds that sing when you click on them, hidden areas, and so
forth. Now, the goal is to see the walk-through in its entirety; certain
problems have to be solved to achieve this goal.

The walk-through would also get more “game-like” if challenges of
coordination were added (shoot the pixies in the Enchanted Forest!) or
if elements of chance were added (chase the randomly moving Wumpus
through the landscape!). Adding any of the three possible elements of a
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game would move our hypothetical walk-through closer to the ideal of
an “interactive game.”

But, in my view, an “interactive FICTION game” must draw its
“game” elements almost exclusively from problem-solving. Its no
coincidence that the average IF enthusiast gets annoyed when the
outcome of an IF game can be seriously affected by chance factors (see
Nelson’s “Player’s Bill of Rights”)—I suspect that a similar annoyance
would result from a challenge to coordination suddenly popping up in
the middle of a game.

>KILL TROLL WITH CHAINSAW
[Loading DOOM mode . . . please be patient]

At the very least, chance and coordination challenges detract from the
main focus of an interactive fiction game, which is problem-solving.
They somehow make the game less prototypically IF.

This should not be surprising; most of us play interactive FICTION
games for the same reason we read genres of fiction like mystery,
Gothic, adventure, and SE. These genres of fiction are all about
problem-solving—Who killed Roger Ackroyd? What’s the secret of
Ravensbrooke Castle? How do I communicate with the alien ship? How
am I going to make it across the Yukon alive?

In fiction of this type, the pleasure comes from kibitzing along with
the problem-solving methods of the detective, the starship pilot, or the
explorer. The clever reader may even try to work out a solution on his
own, based on clues in the narrative. Then, even more fun can be had by
comparing one’s own problem-solving efforts to those of the
protagonist, and to the “solution” that is eventually revealed.

The added pleasure of the interactive fiction game comes, of course,
from collapsing the distance between reader and protagonist. The player
is directly involved in solving problems; she can manipulate the
environment in a way that a reader of linear fiction cannot. But an IF
game retains the goal of problem-solving that confronts both the reader
and the protagonist in linear fiction.

Chance and hand-eye coordination are impossible to integrate into
the reader’s experience of linear fiction, of course. In fact, I suspect that
these elements are seen as detracting from the “fiction” aspect of
“interactive fiction,” because they are not, and cannot be, a part of linear
fiction.

To sum up my views: an IF game without problem-solving elements
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is not an IF game. If it has no challenges at all, it is not a game, just a
work of IF. If its challenges are not of the problem-solving type, it can
be called an interactive game, but it has alienated itself from our
experience of fiction.

Well, that’s quite a bit of prologue to the more concrete point I'd
originally intended to make about problem-solving and puzzles. So, Il
let this stand on its own for now—but with the promise (or threat?) that
my next post will deal directly with why some problem-solving
challenges in IF also grate against our experience of fiction and come
off as “too puzzley.”

Crimes Against Mimesis

[Warning: This essay contains references to plot elements (but no
spoilers) for Theatre, Christminster, and Jigsaw and one mild spoiler for
a puzzle eatly on in Curses.

Continuing on my previous tack, here is my necessarily incomplete
survey of IF-game elements that detract from the work’s reality as a
piece of fiction, along with suggested solutions. I hope this list will make a
worthy complement to the points raised by Graham Nelson in his
“Player’s Bill of Rights” from his “The Craft of Adventure” essays,
which deal mainly with the elements that detract from the enjoyment of
the work as a game.

Some of my points also build upon Mr. Nelson’s observations on
game atmosphere and puzzle construction, particularly in essays 4 and 5
of “Craft.”

As stated before, 1 see successful fiction as an imitation or “mimesis”
of reality, be it this world’s or an alternate world’s. Well-written fiction
leads the reader to temporarily enter and believe in the reality of that
world. A crime against mimesis is any aspect of an IF game that breaks
the coherence of its fictional world as a representation of reality.

A general rule of fiction guiding these observations, which will be
reiterated later, is this: If the reason for something is not clear to the
Model Reader (a late-20th-century person armed with a reasonable
knowledge of contemporary Western life and literary conventions), it
should be explained at some point during the narrative. Even fantastic
elements must be placed against the background of known legends and
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lore. The ghost who returns to haunt his murderer need not be
explained, but if by novel’s end we don’t find out why a ghost walks up
and down the midway of the abandoned carnival every third Sunday
playing the kazoo, we are bound to feel hoodwinked, unless the author
claims the Absurdity Defense [which will be discussed in the next
installation].

My remarks are aimed at game writers and players who judge an
interactive fiction game as a work of fiction, not merely a game, and
want to know how to write good games that will also be good fiction.
That being said, the prosecution is now pleased to present the first three
crimes against mimesis, which have to do with violations of context.

[The second set of three crimes are more subtle, having to do with
assumptions in the structure of the problems, or “puzzles,” in an IF
game. These will be covered in my next installment.]

1. Objects Out of Context

>look
This is a tidy, well-appointed kitchen. On the table you see a

chainsaw.

The object out of context is one of the screaming red flags that
indicates that the puzzle has taken precedence over the maintenance of a
coherent atmosphere. (As Graham Nelson would put it, “the crossword
has won.”) In the imaginary example above, the game author needs the
player to pick up the chainsaw for later use and has dropped it in any old
place where the player can find it.

This is fine for the gameplay but damaging to the fictional integrity
of the game. In any coherent world, things are generally where they are
supposed to be. If they are not, there is a reason for it, and the work of
fiction further demands that out-of-place objects or happenings have
some significance that the reader (player) can guess at or find out.

One solution to the chainsaw-in-the-kitchen problem would be to
move the chainsaw to a woodshed. But let’s be more creative and rewrite
the game so that the chainsaw has some reason to be in the kitchen:

This is a tidy, well-appointed kitchen. On the table you see
breakfast: six fried eggs, a foot-high stack of pancakes and about a
pound of fried bacon. A huge checked flannel shirt is draped across
the chair, and on the other end of the table you see a chainsaw.



Crimes Against Mimesis 5

Now, the chainsaw has a context: evidently, a lumberjack was called away
just before eating breakfast, and the chainsaw is his. Putting objects in
context can actually add to the gameplay, suggesting realistic obstacles to
getting the object. In this example, the author could put a time limit on
getting the chainsaw and leaving before the lumberjack returns—you
might expect that he wouldn’t be too happy to see you walk off with it!

As for why the lumberjack was eating breakfast in that particular
kitchen, and why he was called away . . . well, a good work of fiction will
answer these questions too, in due time. The answers don’t have to be
profound; they just have to make sense. (For example, “A large, burly,
bearded man stomps in, drying his hands with a paper towel” would give
the player a pretty good idea of where the lumberjack has been.)

2. Contexts Out of Context: Genre Bending

If the object out of context is a hoary adventure-game tradition, the
“anything goes” jumbling together of contexts within the same game is
an even more established—some would say beloved—feature of the
game tradition started by Adventure (Will Crowther and Don Woods,
1976). The original Adventure itself (to say nothing of its 550-and-up
point expansions) was an omnium-gatherum of storybook characters,
Tolkien refugees, and fairy-tale phenomena. Zork (Dungeon) (Tim
Anderson, Marc Blank, Bruce Daniels, and Dave Lebling, 1979) added
thereto a raftload of anachronistic objects and locations—the flood
control dam, plastique explosive, the Bank of Zork.

While the atmosphere common to these games and their
descendants has a rambling, Munchhausenish charm, it leaves much to
be desired in the way of fictional coherence. It’s interesting to note,
though, that the endgame of _Adventure (in which it is implied that the
whole cave complex is a sort of theme park maintained by Witt & Co.),
and the extensive after-the-fact elaborations on the history and setting of
Zork’s Great Underground Empire, are partially successful attempts at
explaining the diverse elements of their respective games. Apparently,
pressures towards fictional unity exist even in a patently absurdist
dungeon-style game.

For the most part, unless they are aiming to imitate Zorkish whimsy,
today’s adventure game authors are very careful to place each game
within a single genre. Reviewers are alert to incoherencies as subtle as the
switch from ghost-story horror to Lovecraftian horror midway through
Theatre (Brendon Wyber, 1995). Where settings are intentionally diverse,
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as in Curses (Graham Nelson, 1994) and Jigsaw (Graham Nelson, 1995),
they are usually presented as a series of internally coherent scenes,
simultaneously separated and held together by framing devices. In Curses,
the vatious modes of time/space/reality travel separate the scenes, while
the theme of the Meldrew family holds them together to some extent;
and in [igsan, the framing device is quite literally the frame (and pieces)
of the magical jigsaw puzzle.

A more fruitful bit of advice to today’s game designer might be to
look beyond the genre in organizing the game. Theatre, in my opinion, is
one game that relies too heavily on the horror genre, and too little on the
specific plot and background of the game, to provide a context for its
array of ghosts and creatures. Some, it’s true, are related to the
background—the ticket-taker’s ghost, the invisible monster—but the
slug-thing, the entity under the stage, and the living mannequins have no
reason for existing except that “this is a horror story.”

Compare this to Christminster, which (IMHO) is a much more
satisfying piece of fiction. Just about all the locations and personages in
the game fit easily with our real-world image of an old English college—
the chapel, the cellars, the library, the cat, the professors. But more
importantly, the unusual elements are well-integrated with the
background, so that by the end of the game we know who built the
secret passages, why the telephone system is so primitive, and who put
the bottle in the cellar. It would have been easy enough, for example, to
leave the secret passages unexplained, relying on the genre convention
that “old English buildings have secret passages.” The way the passages
are integrated with the background story, though, contributes a great
deal to the “reality” of Christminster’s specific fictional setting,

3. Puzzles Out of Context: Cans of Soup, or,
“Holy conundrum, Batman!”

Most of the problem-solving in IF games is an imitation of the kind of
problem-solving we do in dealing with the real world—or would do, if
we led lives as interesting as those of the average adventure-game
protagonist. Objects have to be manipulated, physical obstacles have to
be overcome, people and animals have to be persuaded or evaded or
defeated in a fight.

And then there are . . .

Mazes. Riddles. Towers of Hanoi. Cryptograms, anagrams, acrostics.
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Etcetera.

These are the kinds of problems we normally play with to escape
dealing with the real world and its problems. So, when one of these “set-
piece” puzzles comes up in an IF game, we are in danger of being rudely
reminded that the fictional motivation for the game—the efforts of the
hero to gather loot, to get back home, to save her family, town, way of
life, or universe—is itself only a trivial diversion. Or, to quote Russ
Bryan’s immortal comment on a set-piece puzzle in The Seventh Guest,
what the hell kind of villain thwarts the hero’s progress with soup cans
in the kitchen pantry?

Mystery and adventure fiction, from Poe’s “The Gold Bug” on, can
capably integrate set-piece puzzles into the overall mimetic goals of the
story. The cryptic message in “The Gold Bug” is actually a set of
instructions to a treasure; the cryptogram in Conan Doyle’s “The
Dancing Men” was devised by two characters who had a need to
communicate in secret. From Oedipus to Tolkien, the riddle has similarly
been used as a challenge to the hero’s wits in which the reader can share.
But the convention of including puzzles in the adventure story leads
easily enough to excess. Think of the intentionally ludicrous villains in
the old Batman television show, who always leave a coded clue to the
location of their hangout, and are indeed the kind to thwart Batman’s
progress with soup cans. (Lucky for Batman, his utility belt can always be
counted on to supply a Bat-Can-Opener.)

Apart from the primitive, anti-fictional approach—‘“answer this
riddle to open this door, just because”—there are two main ways the IF
writer can work set-piece puzzles into a game. The less satisfying way is
to postulate some sort of 1) eccentric genius, 2) mad god, 3) warped
wizard, 4) soup-can Sphinx, who has set up the puzzles out of a) pure
native goofiness, b) a desire to test the hero’s wits, ¢) sheer boredom, d)
the requirements of a bizarre system of extraplanar magic. This way is
less satisfying because, like the scheming of Batman villains, it refers too
obviously to genre conventions instead of to an original representation
of life. The advantage of this approach, though, is that it provides a very
broad excuse to work in a wide variety of puzzles.

Are there more fictionally coherent excuses for a set-piece puzzle or
two? Consider the anagram near the beginning of Curses, the cryptogram
in Christminster, the Enigma machine in [igsaw. All of these puzzles are
related to credible real-world uses—authors as illustrious as Voltaire have
used an anagram as a pseudonym; a maths professor may very well keep
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his secret journal in code; and of course, the cracking of the Enigma
code was a historically vital conundrum.

I hope these examples will be more instructive than any actual rules
for guiding the tactful insertion of set-piece puzzles into a work of IE
The basic principle recalls French critic Jean Baudrillard’s theory that
Disneyland is only a decoy, an explicit sign of artificiality obscuring the
fact that all of America is a “Disneyland.” Instead of calling attention to
the artificiality of the whole situation, a riddle or maze or anagram
should have a more or less realistic role in the context of the game,
serving to diminish rather than enhance the sense that the objects-and-
locations “action” of the game is itself a contrivance.

>

[This part of the essay contains medium-grade spoilers for the
games Adventure, Christminster, and Theatre and non-spoiler references
to a couple of the Zork puzzles.]

So far, I've been looking at the ways that IF games can lose their power
as works of fiction by poor contextualization of objects, locations, and
puzzles. The second half of my critical rogues’ gallery encloses a more
insidious set of offenses. In this part of the essay, and the next part, I’ll
cover those “Crimes Against Mimesis” that are provoked by the
structure of the puzzle-based adventure game itself.

Problems of contextualization can usually be fixed by better writing
and planning of the existing game. But many of the problems I'll cover
below are harder to deal with. In these examples, a feature that offends
the sense of reality is often convenient to the programmer or game
player. To exclude it would make writing the game more difficult, or
playing the game less satisfying,

Still, striving toward this goal can do a lot to improve the quality of a
game as a work of fiction, while keeping its play enjoyable. My insidious
aim is to get the writer/programmer who would spend X hours doing up
a sprawling 200-room mega-dungeon to spend the same X hours
constructing a tighter, smaller, but fictionally more meaningful and
satisfying game. (Of course, some writers have been moving in that
direction on their own—I'm thinking specifically of the improvement in
fictional atmosphere from Magnus Olsson’s The Dungeons of Dunjin
(1991) to his Uncle Zebulons Will (1995).)
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Now, onwards.

4. Lock-and-Key, and Four Ways Out

The most common problem in any interactive game is the lock-and-key
puzzle. The solver starts out with an object, or “key,” and has to find a
place where this key can be used to gain access to another “key,” which
in turn allows access to another ... and so on, until the final goal is
reached.

Sometimes, a lock-and-key puzzle makes no pretensions to be
anything else, as with the red, blue, and yellow keys in Doom. And, of
course, literal locks and keys appear in more sophisticated games, most
notably Christminster. Actual locks and keys can enhance or reduce a
game’s fictional realism, depending on whether they are presented in
appropriate contexts. One can only find so many keys inside fishes’
bellies, lost in the wainscotting, dropped at random in corridors, or
hanging around guard dogs’ necks before the artifice of the puzzle
structure becomes painfully clear. By contrast, all six of the keys in
Christminster are hidden in places where one might actually keep a key,
and all their locks are guarding places that one would expect to be
locked; moreover, we end the game with a pretty clear idea of who
normally uses each key and why.

But more often, an IF game will keep the basic logic of the lock-and-
key puzzle but use other objects to implement it. A hungry frog bars the
entrance; it will only let you pass if you give it a live fly. The bridge is
broken; you can only get across it using the plank you found at the
construction site. The key can be a found object, a character or creature
whom you’ve convinced to follow you, or a piece of information like a
password; the lock can be an obstacle to another location or an object
that requires another object to be useful, such as a corked bottle.

Disguising “locks-and-keys” as real-world objects may superficially
contribute to the realism of the atmosphere, but once the player figures
out what is going on, the artifice of the one-on-one mapping between
objects and problems becomes even more jarring. Graham Nelson
identified this, in “The Craft of Adventure,” as the Get-X-Use-X
syndrome. Give the goat a tin can, and it will cough up a red
handkerchief; wrap the handkerchief around your head, and the gypsies
will let you into the cave; use the lantern you found in the cave to get
past the giant mole; and so on. These pat, lock-and-key solutions don’t
really do justice to the complex process of real-world problem-solving,
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and after a while they get boring even as abstract puzzles.
Fortunately, there are many structural remedies to the predictability
of the lock-and-key game. Let’s consider five:

a) Solutions Requiring More Than One Object

It’s not a novel idea that a problem might require more than one object
to solve. Adventure and the original Zork both had a couple of multi-
object conundrums—the chained bear, the exorcism in Hell, the
explosive and fuse—and in general, these went a long way towards
making the puzzles more realistic and interesting,

Still, a multi-object puzzle can come off as artificial. In particular, the
scavenger hunt for the various components of a Very Significant Object
is one of the stalest chestnuts in modern fantasy literature, derived (as
usual) from Tolkien’s Lord of the Rings trilogy with its Nine Rings of
Power: Collect ’em all for World Domination!

The Quest for Prefab Parts is to plot structure what the Quonset hut
is to architecture. It shows up in innumerable role-playing game
scenarios, assembly-line sword-and-sorcery novels, and seasons of Doctor
Who, and, from what I've seen, not even the best IF games can
completely keep away from this device. If the author doesn’t make the
“pleces” interesting objects in their own right, and plausibly integrate
them into the storyline, he or she can expect some eye-rolling from the
sophisticated reader (“Not the Six Shards of the Dinner Plate of the
Gods again!”). As an example, the task of piecing together the diary in
Theatre is much more believable than the task of collecting the four “eye
gems,” which comes later on in the same game.

b) Objects Relevant to More Than One Solution

Again, multi-purpose objects had their start early on in text adventure
games—the original Adventure, for one. As I recall, the second use for the
keys in that game popped up just about at the point where I had arrived
at the one-object, one-puzzle principle by induction and started
confidently leaving things lying by the puzzles they solved. How
annoying to trek back to the surface for the keys!

But my assumptions were fair game for a clever designer, and
nowadays it’s expected that a good IF game will require the player to find
more than one use for a number of objects. In general, fictional realism
is thereby improved; the player must jettison the comfortable “lock-and-
key” rule, which bore little resemblance to the messy process of real-
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wortld problem-solving. However, most games nowadays allow near-
unlimited carrying capacity, and the result is an equally bizarre Model
Player who takes and keeps everything just in case it might prove useful
later on—a Crime Against Mimesis in its own right; number 6, I believe.

c) Problems Having More Than One Solution

To my mind, the crucial difference between a “puzzle” and a real-world
problem is that the real problem has more than one possible solution.
This is true even of such a barren, abstract task as knocking a banana
down from a 10-foot ceiling with only a chair and a yard-long pole.
Chimps are usually able to “stand on chair” and “hit banana with pole,”
proving that Homo sapiens is not the only tool-user around. This human,
not to be outdone by a mere Pan Troglodytes, came up with:

> throw chair at banana

> balance chair on pole and hit banana with chair

> hold pole and jump at banana

> knock on door. shout for experimenter. threaten experimenter
with lawsuit. experimenter, get the banana

Perhaps the Model Adventure-game Player is a chimpanzee? But all
joking aside, few puzzles in any game are set up to admit this variety of
solutions, and the reason is simple: the Model Adventure-game
Programmer is only human. Game designers would rather spend time
coding a variety of locations than implementing every second-string
solution to a problem like the banana one, where the most likely solution
is indeed the chimp’s way. Players would rather play a game with a variety
of challenges and, to this end, are willing to accept some restriction in
possibilities, especially where the alternative solutions are less obvious
than the intended one.

All the same, nothing cries “This is a game, not a story!” louder than
a puzzle that ignores obvious and reasonable attempts to solve it. By
convention, some crude solutions are generally excluded: breaking
things, burning things, hitting or killing creatures. The default messages
for such actions in Inform and TADS imply that the protagonist is just
not the type to take a sword to the Gordian Knot—a Doctor Who or
Miss Marple, not a Rambo. Even with this healthy assumption in place,
many puzzles break the fictional mood by accepting only one plausible
but rather unusual solution, when there are more straightforward ways
to go.
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As an example, look at the opening scene of Christminster. The
problem is to rouse a man who is sleeping on a key, just enough so he’ll
roll over without waking. The solution is to tickle him with a feather (this
isn’t such a terrible spoiler, since getting the feather is really the hard
part). As a puzzle this makes sense, but as a real-world problem it’s hard
to see why you can’t just tickle the old codger with your fingers, even
though the game doesn’t understand “hands,” “fingers,” or “tickle man”
without an indirect object. Anyway, the message to the player is clear:
“Be creative . .. my way!” And the hand of the puzzle author intrudes
on the scene.

An IF writer who wants to avoid this problem has three options:

1. to allow the alternative solution;

2. to have the alternative solution turn out to be a wrong one even
though it apparently works at the time (e.g,, tickling the man with
your hands is too strong a stimulation; he wakes up in the next
turn and catches you stealing the key);

3. to program in a plausible, specific reason why the alternative
solution is not allowable, in place of the default “You can’t do
that” message (e.g,, “Touching a strange man with your hands
would be . . . well, improper.”).

Of these, the second is the most interesting; it gives the player at least a
nudge in the right direction, while allowing the author to retain control
over the puzzle structure. In all fairness, the player should be able to
figure out beforehand that the alternative solution is not the best one, or
else be given a chance to do it over the right way. A good example of a
well-clued “wrong” alternative solution would be feeding a hungry swine
with a rare string of pearls that’s needed later on, when the beast will just
as gladly wolf down a handful of acorns.

d) Objects Irrelevant to Problems and Problems without Solutions

A player who is only interested in the game tends to see irrelevant
objects and unsolvable problems as unsporting annoyances, ‘“red
herrings” planted by a fiendish game designer, in defiance of the implicit
rule that everything is relevant and that the task is to find out which
thing is relevant to which. Because coding up a lot of useless objects and
locations is hard work, designers generally agree. Most games today
subsume irrelevant objects into the scenery, leaving only a couple of
ringers. Even then it is considered sporting to flag useless items as such,
usually with a hint or a more-or-less witty pun on the phrase
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“red herring.”

If we see the game as more than a collection of puzzles, though, a
game feature can have nothing to do with any puzzle and still contribute
to the atmosphere or the storyline. “Smart red herrings” like the gargoyle
and the chapel in Christminster strengthen the background of the game
with additional information (even if the meaning of the initials on the
gargoyle is somewhat, ahem, obscure). At the same time, they effectively
rebut the creeping suspicion that all the features in the environment are
dictated by one puzzle or another and serve notice that the fictional
milieu has a life outside of the mere game that is being played out inside
it. Even the “shadowy figure” red herring in the original Adventure is
eventually explained in terms of the game’s rudimentary background
(those vain dwarves!). Consequently, the player feels satisfied, rather than
frustrated, when its true nature is revealed. To sum up, in the well-
written IF game, every item and location should still serve some
purpose, but the puzzle-game shouldn’t be the only purpose.

5. “ Am Not A Puzzle! | Am A Human Being!"—
The Reality of NPCs

Paper-and-pencil role-playing games use the term “non-player
characters,” or NPCs, to refer to the troupe of imaginary personalities
controlled by the game referee. In the hands of an imaginative referee
with a flair for improv acting, NPCs can take on a life of their own. The
referee can assess how they would react in nearly any situation and have
them banter, barter, bluster, or battle accordingly, pursuing their own
motivations while remaining true to type.

Computer interactive-fiction games also refer to characters
programmed by the game’s author as NPCs. In a comparison between
the two kinds of game, though, the live referee has a rather unfair
advantage over the programmer. The game-master bases NPC output on
a highly sophisticated interactive algorithm synthesizing years of social
observation and literary convention: the human mind. To even begin to
compete, the computer-game author must effectively write this algorithm
from scratch; an impossible task, even for the artificial-intelligence
experts!

With limitations like this, it’s hard to blame game designers for
following the lead of the early text-adventure games and relegating
NPCs to very simple roles: either roving menaces from a hack-and-slash
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campaign of Dungeons and Dragons (the dwarf and pirate in Adventure, the
thief in Zork) or mere components of a lock-and-key puzzle (the troll
and bear in Adventure, the cyclops in Zork). And yet, a few game
designers have managed to create memorable and personable characters.
In the Infocom era, the robot companion Floyd from Planetfall (Steve
Meretzky, Infocom, 1983) stands out. Among recent games, [igsaw is
notable for the enigmatic and recurrent character Black, while
Christminster employs a dramatis personae of no fewer than twelve vivid
personalities, including a very stubborn cat.

Amazingly, when examined closely, memorable characters in IF are
really doing much the same things that their more forgettable
counterparts are doing—roaming about the map, reacting to single
words, serving as puzzles to be overcome by the right object or objects
to overcome the right puzzle. Few works of linear fiction can entirely
dispense with non-protagonist characters; even Jack London’s classic
solo adventure story, “To Build A Fire,” included a canine character with
at least as much personality as the hapless human hero. So, if our goal is
to write IF that is good fiction as well as a good game, it’s essential to
make characters come alive—preferably, without resorting to advanced
artificial intelligence programming!

Good writing, of course, is the linear fiction writer’s key to creating
believable characters without any interactivity at all, and the text elements
of the interactive NPC—description, dialogue, and actions—are no
different from those of the fictional character. The challenge is in joining
these elements into a single, well-defined character. As with object
placement, there are many ways to achieve the illusion of realism. An
NPC’s features need not be completely expected and stereotypical, but
they should be explained if they violate common sense, unless you’re
aiming for a comical effect. Why is the policeman cowardly? (His uncle is
a big political boss who got him the job.) Why does the minister take
your satchel? (He believes you are an immoral thief and intends to return
your treasures to their rightful owners.)

In fact, all the characters in a game, even minor ones, should be able
to pass the book editor’s eternal question, “What motivates the dwarf to
throw an axe at you?” The ticket-taker takes your ticket because it’s his
job, a desire for world domination pushes Sauron to seek the One Ring,
and so on. The answer need not be terribly deep, but it should be
evident from the context and the information you provide.

Continuity across settings helps immensely in convincing the player
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that an NPC exists independently of any single puzzle. A single character
who appears in a variety of situations (like Planetfalls Floyd) offers far
more opportunity for character exposition and development than would
an arkload of different creatures, one for each puzzle. As with objects,
well-developed NPCs should have more than one function in the game,
and these functions should make sense as a whole given the NPC’s
personality and motivation. In  Christminster, Professor Wilderspin’s
erudition, kindness, and love of exploration are very consistently
brought out through the puzzles in which he figures, and the result is an
interesting and emotionally engaging character.

A more complicated example of continuity appears in Jigsan, where
the character of Black starts out as an impossible yet oddly helpful
annoyance and gradually reveals playful, vulnerable, and even amorous
sides over the course of sixteen episodes. Perhaps only love can explain
why Black allows the protagonist to interfere, time and time again, with
his/her attempts to change history! In any case, the development of
Black’s character across such a variety of roles is an impressive feat. If it
works, it does so because of the multifaceted personality and conflicted
motives that are brought out in Black’s reactions and dialogue—
continuity through an explicit admission of discontinuity, perhaps.

The beauty of the NPC illusion is that, when well-done, it can hide
enormous limitations in the interactivity of the character. Inform and
TADS only allow the player to converse after a fashion, by probing the
NPC with single-word input (“ask Einstein about relativity”). Even with
this limitation, it’s patently unrealistic to expect a piece of code to be
able to hold forth about every irrelevant topic the player could bring up.
At the very least, though, a well-developed NPC should be able to react
to basic conversational input about the elements of the present situation
and about his/her background. The default response for unknown input
can itself convey character; consider “Fiona treats you to a lengthy and
brilliant conversation about [topic], which unfortunately leaves you no
closer to getting out of the prison cell” versus “Fiona just grunts and
goes back to reading her paper.” Customized responses to social actions
such as “kiss,” “hit,” and “give” are also essential to the fully
individualized NPC.

Are there workable models for more complex and responsive NPCs?
While it’s unreasonable to expect an intelligence like 2001’s HAL to
emerge from a 400 kilobyte game, I think that the increasing desire of
authors to create interactive games with literary elements may result in
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games where the NPC, instead of being a mere accessory to a lock-and-
key puzzle (“Hercules, lift stone”; “give mouse to cat”), actually is the
puzzle.

I have in mind a very interesting class of NPC created on
DhalgrenMOO by the character “Calkins.” Essentially, this type of
automaton is a psychological maze. The rooms are the NPC’s moods,
such as “angry” and “interested,” and the passages are the player’s
commands, such as “hug NPC,” “feed NPC,” and “ignore NPC.” The
automaton’s description changes with its mood, and each command is
echoed by a response, which may or may not help the player figure out
exactly what impact the command has had.

As a specific example, allow me to present my own creation, the
automaton “Kim.” This is a transcript of one of many possible
interactions with her; the command and response syntax should be
familiar to adventure-game players. “Trismegistos” is my character; the
automaton’s responses are displayed to all players in the room (including
the person interacting with it) in the third person, which makes for some
inconsistencies in grammar.

look at kim {initial description}
A short, craggy, thirtyish shag-cut blonde, wearing black Keds and a
sleeveless blue greasemonkey coverall with her name stitched above
the ciggy pocket. Kinda tough, kinda tender, she could be your best
buddy or your worst nightmare.

smile kim
Trismegistos catches Kim’s attention by trying to smile. She smiles
right back at Trismegistos, half-mockingly.

1 at kim {description for new mood}
Kim looks back at you, half amused. She seems relaxed.

talk kim
Trismegistos’s conversation interests Kim. She crosses her arms and
smiles at Trismegistos, listening.

l at kim
Kim smiles at you. “Whatcha lookin’ at?”
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sing kim
Trismegistos sings, and Kim sings along, loudly and off-key, smiling;

l at kim
Kim smiles at you. “Whatcha lookin’ at?”

talk kim
Trismegistos’s conversation grabs Kim. She listens, smiling, and
laughs at all Trismegistos’s jokes.

hit kim
Trismegistos hits Kim, who hits him back, playfully.

kiss kim
Trismegistos’s kiss cools Kim down some. She looks at Trismegistos
warily, trying to figure him out.

1 at kim {back to initial}

A short, craggy, thirtyish shag-cut blonde, wearing black Keds and a
sleeveless blue greasemonkey coverall with her name stitched above
the ciggy pocket. Kinda tough, kinda tender, she could be your best
buddy or your worst nightmare.

Note that the same command can have different effects, depending on
which mood she’s in. (I wouldn’t advise hitting her when she’s not in a
good mood!) Note also that these are only three of her eight moods.

Characters with “mood mazes” have many possible uses in a game.
Some moods may provide vital information; other moods may make the
character more receptive to requests for help. Moods might also be
triggered by giving or showing certain objects to the NPC, or asking her
about certain things, or bringing other NPC’ into the room ... The
possibilities for creating intricate social situations are nearly endless.

I can’t help but suspect that character-based puzzles may have taken
on a stigma from early attempts like the seduction puzzles in Softporn
Adpenture (Chuck Benton, On-Line Systems, 1984). (Yes, Kim can also be
seduced; but the direct approach won’t work, and the actual experience
may be less fun than getting there...) This stigma is unfortunate,
because pornography is not the only fictional genre that can be adapted
into an IF game via social and psychological, rather than physical,
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problem-solving. Imagine games centered on courtly intrigues, political
maneuvering, or the machinations of the psychological thriller! Concepts
like Dangerous Liaisons: An Interactive Intrigne could go a long way to attract
players who are put off by conventional, scavenger-hunt—type puzzles
and want a more literary experience.

6. The Three Faces of “You"—Player and Protagonists

Computerized interactive fiction is a discourse between the game
program and the game player, mediated by the player’s character (PC). By
convention, the program addresses the player in second person
declarative as if he or she were the character (“You are standing in a field
in front of a white house”), while the player addresses the game program
in a sort of pidgin second-person imperative, as if the program were the
character (“examine house”;”’go west”).

The origins of both sides of this curious dialogue are plainly
traceable. The program’s voice echoes a human referee in a role-playing
game informing the players of events in the imaginary world, while the
player’s lines resemble commands in a text-based operating system
(“copy file to b:\”, “cd if-archive”), their choppiness dictated by the
simplemindedness of the parser.

Although bizarre by conventional literary standards, this convention
has proved surprisingly robust in IF games over the years. A few games
have experimented with third- or first-person narration, but none have
inspired a real tradition. Perhaps it’s more satisfying, in an interactive
game, to have your situation narrated directly to you by the (Dungeon)
Master’s voice, as opposed to the narrative detachment of first or third
person.

But the problem with second-person narrative, and perhaps a reason
that literary fiction writers generally avoid it, is this: it is easy to define
who is speaking in first person or who is being spoken of in third
person, but it’s not so easy to see who is being spoken to in second. In
effect, second person confounds the reader with the protagonist. What’s
more, in a narrative that is at the same time a fiction and a game, the
protagonist’s identity fractures even further, into three distinct persons:

The Reader/Player

This is you, the real human being sitting at your computer playing the
game. Your goal is to amass points, finish up, and have a good time
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along the way. You command all the reality-warping conveniences of the
game program: save, restore, undo. You know when an item is
important, because it is described as a separate object rather than as part
of the scenery; you know when an action is important, because you get
points for doing it.

The Game Protagonist

This is you, a nameless cipher of a person who just loves picking up
objects and toting them around, because you Never Can Tell when
they’ll come in handy. Your goal is to fiddle around with all these objects
in any way you possibly can, so you can explore your environment as
thoroughly as possible and amass all the really important objects, so you
can get to the really important places. Strange urges guide you—
whispered warnings from disastrous alternate universes your player
“undid,” oracular impulses to pick up the can opener in the kitchen
because it’s the only thing you really feel is important there.

The Story Protagonist

This is you, Jane Doe, an unassuming college sophomore who has
stumbled upon a sinister plot to destroy the world. Or maybe you’re
John Doe, a cigar-chomping private investigator with calloused knuckles
and a callous attitude, who has stumbled upon a sinister plot to destroy
the world. Or maybe you’re Jhin-Dho, a half-elven sorcerer’s apprentice
who has ... Anyway, your goal is to stop the villains while staying alive,
though it’s a bit odd that you keep picking up stray objects without
knowing why, and they always prove to be useful later on . . .

Early adventure games did not bother much with defining the story
protagonist. The result (at least in my experience) is an entertaining kind
of imaginative romp in which the blank hero takes on the identity of the
sweatshirted person at the keyboard, running around the dungeon in
tennis shoes, playing the game from within. In fact, the appearance of
the Zork games’ adventurer in the Enchanter series comes off as an
amusing surprise, precisely because most players never thought of Zork$
protagonist as a character in his own right.

Actually, the “hero-is-you” approach has an honorable precedent in
imaginative fiction. Ever since Mark Twain’s Connecticut Yankee visited
King Arthur’s court, everyday slobs have explored strange and fantastic
worlds. And what better way to encourage involvement than to write the
player in as the hero? But the limitations of the blank hero are equally
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obvious, once you’ve played enough adventure games. Without any
distinct identity, the player has only the motivations of the game
protagonist as a guide, and “get the items, solve the puzzles, get the
treasure” quickly grows stale when repeated from game to game.

Recognizing this, game writers in the early 1980s began to present
stronger plots and identify their story protagonists more distinctively.
Sweatshirt and sneakers gave way to wizards’ robes, detectives’ fedoras,
and 18th-century crinolines. But as the story protagonist took firmer
shape, the motives and behaviors of the game protagonist lingered on,
like a kleptomaniac doppelganger. Even today, few IF games have
managed to present a protagonist whose actions are completely defined
by his or her own character, rather than by the objects-and-puzzles
intrigues of the game. (Exceptions tend to fall within the mystery genre;
but then again, linear mystery novels themselves have a long tradition of
balancing realistic characterization with the game-like rules of the
whodunit.)

Writing up a blank protagonist is easy enough, and a sensitive writer
will try to avoid accidental assumptions such as “You wake up with a
stubbly chin” (not applicable to both genders) or “You turn white as a
sheet” (not applicable to all complexions).

A writer who wants to write a definite character, though, has to think
in entirely different terms. Will the character be given only an identity, or
a fully developed personality as well? Most IF games present the story
protagonist more in terms of social roles and motivations than in terms
of strong personality traits. For example, in Christminster, you are
Christabel Spencer, a young, properly brought-up British woman whose
brother, a college professor, has mysteriously vanished. Christminster does
an exceptionally job of outlining Christabel’s role as a woman by limiting
her actions (she can’t enter chapel bareheaded) and through the NPCs’
dialogue (the villains and the Master are condescending, while young
Edward sees her as a confidante).

Motivationally, too, Christabel’s actions are clearly determined. She
needs to explore the college so that she can complete her brother’s
researches and eventually find out what happened to him. Even the one
necessary act of vandalism she commits at the beginning of the game
can be explained as an attempt to enter the college, although the text
could bring this out a bit more cleatly.

Christabel’s role in the fiction is much more clearly defined than her
personality. She is by turns stoic (when attempting to cry on demand)
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and squeamish (at the sight of a skeleton), proper (when entering chapel)
and improper (when committing various acts of theft, wiretapping, and
trespass). Her constant traits are those inherited from the game
protagonist: inquisitiveness and acquisitiveness. The variety of her other
traits, too, can mostly be chalked up to the demands and necessary
limitations of a number of different puzzles.

But it’s not clear to me that straitjacketing the story protagonist with
a definite personality is always a good idea. While the reader/player can
usually identify with a person of a different gender, ethnicity, social role,
or time period, it’s harder to project one’s self into an entirely different
set of personality traits. Such a protagonist would be experienced more
as a “he” or “she” than as an “I,” robbing the second-person narrative
of its potency, and character identification would suffer at the expense
of character definition.

A basic tenet of social psychology—the “fundamental attribution
error”—can be stated thus: we are reluctant to accept our own actions as
indicative of our personality traits and eager to attribute the actions of
others to their personality traits. In part, this is because we see ourselves
exercising many different traits in different situations. We are deferent to
superiors, authoritative to underlings; courageous in areas of our
expertise, hesitant in things we know little of; cheerfully unafraid of
spiders, but repelled by the sound of crinkling Styrofoam. (Well, I am,
anyway.)

Christabel’s apparent inconsistency of personality, then, may actually
be helpful in getting the player to identify with her. What’s more
important to writing vivid story protagonists, in my view, is consistently
bringing out the character’s role in relation to the external world and
setting his or her actions up to reflect clearly defined motivations.

Closing Comments

I'll close by covering two special problems, and offering partial solutions:
one in which the player’s task can result in a less believable story
protagonist and one in which the game protagonist’s task can also
undermine the story.

Save, Restore, Undo

Some might argue that an IF game is made more “realistic” by
disallowing the ability to restore games or undo moves, but I disagree.
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The ability to undo is no less realistic than the ability to restart the game,
and a good deal more convenient. Given that a restartable game can
always be played with knowledge from a previous, failed “incarnation,”
the task of the player is not literally to live or die as the protagonist
would but to maneuver the protagonist so as to “write” the optimal
narrative that the game author has hidden within the program, in which
the protagonist does everything right and achieves a happy ending.

(This process brings to mind a toy from my childhood called “Chip-
Away”’—a rather literal-minded take on Michelangelo’ famous dictum
that the statue is hidden within the block of marble. The makers of
“Chip-Away” embedded a white plastic statue within a block of white
soap, and the young “sculptor” was provided with hammer and chisel.)

All the same, the finished account of the protagonist’s efforts will
look odd if it shows signs of having been produced this way. Practically
speaking, this means that the player should in theory be able to complete
the story without using any information gained from fatal dead-ends. An
obvious violation: hiding a magic word at the bottom of a (full) well so
that you see it just before you drown and pass it on to your next game-
incarnation.

A less obvious violation: the fatal trial-and-error puzzle. Consider
four identical doors, one leading onwards, one concealing a lethal
explosive. In the story that would result from solving this puzzle, it
would be much more satisfying to the story reader and the game player
if there was some way to tell which door hides the ticking bomb, rather
than having success come only from a lucky guess. The clue may be
difficult enough so that the player opts for the brute-force, save-restore-
undo method (who would think to “listen to north door”?), but at least it
is there to explain the story protagonist’s actions in a fictionally satisfying
way. Even though real-life survival may often depend on dumb luck,
fiction can only get away with so many strokes of fortune before
suspicion sets in.

Examine All; Get All

In the same way that save/restore/undo can lead a story protagonist to
act in strange ways, the demands of the game protagonist can often
intrude into the story. Most jarringly, the game protagonist finds it useful
to pick up all objects that the program indicates can be picked up, when
the story protagonist might have no real reason to, say, take an apple
peeler out of someone’s kitchen.
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Let’s look at the two ends of this problem. On the picking-up end,
there is the cue that the game author sends the game protagonist when
presenting a room with a usable object in it:

This is a well-stocked, modern and efficient kitchen, done up in an
avocado-green color scheme.

On the table you see a battery-powered flashlight. An apple peeler is
lying on the counter.

The well-trained game protagonist will, of course, pick up both these
objects and take them along. But the story protagonist? If he or she is
anticipating doing some exploring, it would make sense to pick up the
flashlight—but why the apple peeler? And in terms of the story, what is
so darned attractive about the apple peeler, as opposed to all the other
objects subsumed in the description of the “well-stocked kitchen”: the
pots, pans, knives, can opener, oven gloves, and so forth?

On the putting-things-down end, there is the recent trend towards
allowing near-infinite carrying capacity via a container—rucksack, purse,
or what have you. Understandably so, since realistic constraints on
inventory make for an annoying game where much of the action consists
of running about trying to remember where you dropped that
screwdriver. And yet, the person who is reading the story has to wonder
occasionally at the verisimilitude of a character who casually totes
around a portable yard-sale of forty-odd objects, as happens at the end
of Jigsaw.

(What’s even more annoying about Jigsaw’ cluttered rucksack is that
only one or two of these objects have any use outside the episode in
which they were found. Yet the faithful game-protagonist hangs on to
the green cloth cap, the stale piece of corn bread, and the mandolin
because “you never know.” It’s a shame, because the time-travel theme
could easily have provided some cosmological excuse to prevent the
export of objects from their own time period. The challenge then could
have been to find some way of getting around this rule in order to solve
the later puzzles, as in the later stages of Uncle Zebulon’s Will where the
protagonist has to smuggle objects past the watchful demon.)

These challenges to the fictional integrity of the protagonist’s actions
may not have an easy answer, and I don’t think they should necessarily
be answered at the expense of anyone’s convenience. In the kitchen, for
example, I don’t think the answer is to code up a whole lot of useless
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pots and pans. Hiding the apple peeler is also futile, since the good game
protagonist knows to search every nook and cranny before moving on.

The action to be simulated here is the protagonist coming across a
Very Important Unpeeled Apple in the course of the adventure and
thinking, “Oooh . . . there might be an apple peeler back in the kitchen!”
Cuing reminiscences explicitly would give away the solution to the
puzzle, of course. It might be possible to force the player to go back to
the kitchen and explicitly type “look for peeler” in order for the apple
peeler to appear or to forbid that the apple peeler be taken until the
apple has been encountered, with messages to the effect of “What on
earth do you need that thing for?”

I suspect, though, that clever game players will figure their own way
around these devices, commanding protagonists to search for every likely
object in a location and looking for hints to a new puzzle by going back
and trying to pick up every “forbidden” object they’ve encountered.
Perhaps a workable compromise would be to design games so that most
of what you need to solve a given problem is available relatively nearby,
apart from obviously useful tools or strange artifacts that can be taken
from scene to scene.

Alternatively, you could place very realistic limits on what can be
carried around but automate the process of remembering where objects
are, as with the “objects” command in Inform. Even the process of
going back and getting them could be automated, possibly with a “walk-
to” routine that checks to see if there is a free path from the current
location to the known object’s location and expending the requisite
number of game turns to get the object, while taking only a second of
the player’s time.
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I write this note more than nine years after I started work on an article for IF
Theory. 1 hope I'll keep improving and revising my ideas, but I’'m also hopeful that I
am finally revising this particular article for the last time. While it was always
intended for this book and was otherwise never published in an official sense, drafts
have  been  available to  the public on my  website at
<http://nickm.com/if/toward.html>. The essay has been linked to from blog
posts, syllabi, and other pages and has been cited in academic writing several times.
For this reason, I will describe the significant changes that I have made in each
version.

Thanks to comments from people on the newsgroup and in email about my first
idea for an IF Theory article, I wrote the first draft of “Toward a Theory of
Interactive Fiction” and posted it for discussion on January 8, 2002. In version 1.5
of January 15, 2002, I added a description of the course concept, revised the
discussion of puzzles, and quoted two short excerpts from transcripts. In version 2
of April 9, 2002, I added discussion of different narrative, extranarrative, and
metanarrative (now called hyponarrative) voices and the short discussion of IF via
game theory. I made only minor revisions in version 2.5 of May 27, 2002.

My work on version 3 of December 29, 2002, benefited from the many helpful
comments, corrections, and suggestions made by Gerald Prince. I added discussion
of the most common sense of “story” and an explanation of how interactive
fiction can lack puzzles. I also added discussion of unfinished works, works without
final replies, and repeating situations. I aligned the IF concept of character (not
“person”) with the narrative concept of character. I described Exhibition, Suspended,
and A Mind Forever Voyaging further. 1 revised the discussion of Infidel to
acknowledge that it can, in some sense, be won and also provided new examples of
unwinnable works. I added the distinctions between puzzle and task and between
the formal meaning of “solution” and the meaning in terms of the interactor’s
understanding. The last major change for version 3 was the addition of the table of
different input types. In version 3.5 of December 19, 2003, I added an introductory
paragraph and made minor revisions.

Finally, in 2007, a revised version of this article became “Steps toward a Potential
Narratology,” chapter 4 of my dissertation, “Generating Narrative Variation in
Interactive Fiction.” As noted there, “The only substantial changes involve the
introduction of the concepts of unrecognized inputs and clarifications, some
further development of the nature of puzzles as requiring ‘non-obvious’ actions,
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1. Theorizing Interactive Fiction

Interactive fiction (IF), a category that is typically represented by the text
adventure or text game, has literary, gaming, and other important
aspects. Harly text-based interactive fiction includes Adventure (1977),
Zork (1977-78), A Mind Forever 1 oyaging (1985), Knight Ore (1987), and
Curses (1993). In my book Twisty Little Passages (Montfort 2003a), 1
introduce interactive fiction in detail, discuss its important historical
precursors and cultural contexts, and offer a figurative way to think
about its poetics and aesthetics, with reference to the literary riddle. In
this essay, my focus is on particular ways that the study of narrative,
narratology, can inform a rigorous theory of interactive fiction that
remains sensitive to its many-faceted nature.

Systematically relating interactive fiction to “game” and “story”
requires more than the ad hoc application of terms and concepts from
literary theory, narratology, and gaming. Although humanists and
scientists can be prodded toward insight by offhand approaches, deeper
insights and more substantial progress require a methodological
framework, a way to evaluate results, and some sort of common
language and understanding about the nature of the topic under
consideration. To build a theory of interactive fiction that is useful in
deeply understanding how interactive fiction is experienced, I have found
it necessary to distinguish those elements of interactive fiction that result
from it being

+ a text-accepting, text-generating computer program;

+ a potential narrative, that is, a system that produces narrative during
interaction;

+ a simulation of an environment or world; and

and the addition of a section (4.11) offering a typology of IF outputs.” That section
offers a nice example of how these theoretical distinctions can have practical value
—in this case, for developing a text generation system for IF. However, the
discussion in that section is most meaningful in the context of my dissertation.
Because of that, I am not including that addition in this version of the article. I
have made other stylistic changes throughout to try to provide an essay that is more
readable than the “dissertation version” but have not revised or expanded the
underlying concepts.
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« astructure of rules within which an outcome is sought, also known
as a game.

Interactive fiction was almost entirely neglected in academic discussion
for decades. In the IF community, discussion has touched on many
important aspects of interactive fiction but without developing a detailed
theory. Marnie Parker’s “An Iffy Theory” is an attempt to categorize
people’s taste in interactive fiction (Parker 2000) but is not about
aesthetics or poetics as it does not explain, for instance, how one
“auditory” IF work might be better or worse than another or what the
elements of such a work are. Graham Nelson’s “The Craft of
Adventure” (Nelson 1995) is about how to write interactive fiction well,
as its title suggests. It discusses many related topics in depth but offers
mainly advice rather than the beginnings of a systematic theory.

An academic attempt to offer such a framework is “Towards a
Theory of Narrative in Interactive Fiction” by Sean Smith and Joseph
Bates, a result of research at Carnegie Mellon’s Oz Project. This report
was an attempt to formulate interactive fiction in terms of cinema, based
on “an art-film text taken at random from the shelves at CMU’s library”
(Smith and Bates 1989:6). No distinction was made between techniques
specifically tied to time-based and visual effects and those generic to
narration in any medium (Chatman 1975:299-300). While the paper is of
practical use and does describe a series of techniques for interactive
fiction that is inspired by cinema, the mappings between film and IF
techniques are arbitrary and unsystematic.

Roger Carbol’s “Locational Puzzle Theory” is interesting in that it
attempts a strict definition of certain elements of interactive fiction
(Carbol 2001). However, Carbol defines a game only as “a collection of
objects, in the object-oriented programming sense,” which does not
distinguish games from non-games, as any definition should.
Furthermore, “object” is not defined by Carbol as it is in any thorough
discussion of object-oriented programming but as simply “a collection
of properties.” The impulse to define puzzles precisely and examine
their nature is a good one, but there is nevertheless confusion in this
approach—on the one hand between a software development
methodology, objects in the IF world, and narration, for instance, and on
the other hand between location in the space of the IF world, the
awareness of the interactor, and the properties of programmatic objects.
The resulting distinctions between classes of puzzles are not clearly
better than have already been devised in less principled classifications
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(Rees 1993).

Emily Short’s essay “What’s IF?” makes several points of interest,
although it does not define interactive fiction well enough to distinguish
it from chatterbots and other programs (Short 2001). The concept of
the benchmark as an unique action that makes progress toward an ending
is a useful one. The discussion in “What’s IF?” is still somewhat
preliminary, though, with action not defined, for instance, and with the
supposedly formal benchmark being defined with appeal to the
interactor’s anticipation and other possibly interpretive factors. The
discussion of puzzle has interesting aspects but does not conclude with a
definition of puzzle that can be applied consistently by other theorists.
Short’s essay is a good effort to not only define qualities of a puzzle but
also place puzzles in the overall context of an IF work. The approach
also makes it clear that a theory that carefully distinguishes formal
aspects from those related to interpretation will be valuable.

Since a work of IF can be implemented in different ways and
function identically, our theoretical discussion of a work’s function
cannot rely on details of its implementation. Definitions of the elements
of an IF work from a theoretical perspective should be done without
making reference to a program’s specific data structures, functions,
objects, and so forth, considering the program instead as a black box that
accepts input and generates output. (The clearest justification for this is
seen in cases where two programs that are identical from the standpoint
of the interactor are implemented in radically different ways—for
instance, first using a functional programming language and then using a
procedural one. Different objects can of course also be used in two
different object-oriented implementations.) It may happen that sensible
programmers developing IF works have found it convenient to
encapsulate certain fundamental elements as discrete entities in code.
This is worth knowing, but if our theory of the formal, interactive, and
narrative nature of interactive fiction has to refer to this implementation
level, we have not done a good enough job of understanding the level
we ate studying.’

2 This is not an objection to reverse-engineering programs, looking at their source
code, or otherwise considering the code level and the implementation of new media
systems. Such analysis is essential for full understanding of digital media and can
reveal aspects of practice and computing that would be difficult or impossible to
see otherwise. The point here is simply that it is possible to consider how a work of
interactive fiction functions separately from how it is implemented and that it is
appropriate to do so when conducting an analysis at the level of form and function.
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Taking this view of a formal theory of IF, this essay considers the
nature of interactive fiction as program, potential narrative, world, and game,
describes how the perspective of the person interacting can be
represented, and offers some thoughts on conceptualizing the puzzle.

2. Interactive Fiction and the Interactor

A work of interactive fiction is, among other things, a computer
program that accepts text input from a user and produces text output in
reply. This user of an IF work is the znteractor, following the terminology
of the first major academic effort in interactive fiction, the Oz Project;
that term has also been adopted by others (Murray 1995:161). It is
synonymous with player as that term is usually used in the IFF community,
but player has other meanings related to games and drama while znferactor
has a history of being used only to refer to the person who interacts with
an IF work or similar program. In the case of a work of IF that has no
multimedia elements at all and uses only text for a medium, Zexz simply
refers to a string of words in the ordinary sense. However, fexz can also
be considered semiotically to be any set of signifiers; thus IF works (and
perhaps other works as well) that contain graphics, sound, or video can
be accommodated in this way. Using fext more specifically, to mean
“strings of words,” nteractive fiction indicates a category of text-based
works, works that can contain other media elements but where text and
textual exchange are central. Computer program could also be generalized
to include other sorts of text machines in the broader cybertextual sense
(Aarseth 1997)—written-out instructions that a person could follow, for
instance, or Scott Adams mimicking his Adventureland by uttering the
output it would give in reply to someone’s spoken input (Hoy and Jerz
2001). For the purposes of this essay, only computer programs in the
usual sense need to be considered as interactive fiction, although, again,
the theory presented here should be extensible to other types of systems.

Rather than state, as Short does, that “IF *tends* to represent, in
some form, an environment or imagined world whose physical space we
can explore,” (Short 2001) it seems better to say that a simulated world,
the IF world, is essential to interactive fiction. The only counterexample
Short advances is Andrew Plotkin’s 1997 The Space Under The Window.
This is a work of hypertext implemented in Inform; instead of clicking
on a word as would be typical on the Web, typing one of the words
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displayed causes the appearance of a new lexia (Landow 1992),
indicating a section of hypertext. Plotkin himself refers to this work as
“Not standard interactive fiction” (Plotkin 2001). None of the
theoretical discussion that Short develops in her essay applies to this
work, a work which clearly seems better considered as hypertext than as
interactive fiction. Considering the simulated world as essential does not
mean that any particular code is required in a work of IF. Whether a
work simulates a world or not can be determined by an interactor who
encounters and studies a work through its interface.

Since a simulated world and textual description of events in it is
entailed by a program’ being interactive fiction, an IF work is also
necessarily a generator of narratives. The distinction between what can
be simulated and what can be narrated is particularly important to
understanding the workings of interactive fiction; although the potential
narrative aspect of interactive fiction is produced based on events in the
world, there may be things that are narrated during an interaction but are
not simulated.

It is standard to refer to IF works as “games,” but a work of IF is
not necessarily a game (Giner-Sorolla 1996). A work can present a world
that is pleasant to explore but that has no quest or intrigue. There may
be no final reply that is a “winning” one, perhaps no final reply at all.
Because of this I am often more comfortable referring to a work of IE,
rather than calling everything a game at all times. Even when what is
being discussed is actually a game, calling it a work can help to signal that
our interest is in interactive fiction from all relevant perspectives, rather
than interactive fiction on/y as game. The advantage of using a term like
“work” is most clear in the case of certain IF works that have no optimal
outcome (that is, they cannot be won), do not keep score, and contain no
puzzles. lan Finley’s simulated gallery opening Exhibition provides a
simulated space in which the player character can look at paintings while
chatting with four characters who have very different perspectives on the
artist and his work; there is no way to win or lose it. Calling this a
“game” is unfair to Exbibition, which is not actually a game. Calling
Exchibition a game is also unfair to IF works such as Dave Anderson’s
Hollywood Hijinks, which simulates a treasure hunt in a mansion, has a
very definite and explicit goal, and is clearly a game. Calling everything a
“game” always makes it harder to highlight that certain works are games.
Of course, I and many others use “game” to refer to works of
interactive fiction in more casual discussion. Another theorist and author
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refers to her own (clearly non-game) work by making reference to “a
game like Galatea” (Short 2001). “Work™ has real advantages as a term,
however, in discussions where precision is essential.

3. Sessions, Interactions, Traversals

As computer literature pioneer Rob Wittig describes, while it is
commonly thought that the reading of a book proceeds as “the reader
dutifully trudges the linear track prescribed by the author,” this is
certainly not always the case. A reading of a book may involve browsing
it in the bookstore, reading in short bursts in different places, skipping
ahead to see if it gets any better at the end, looking through bits in the
middle to then figure out what happened, and giving up without actually
reading everything (Wittig 1994:81-83). It is difficult today to understand
much about the heavily studied processes of reading without
appreciating that “readings” may not be done in the intended sequence
and may not be total. The nature of interaction and interactivity in
interactive fiction, which has been studied hardly at all and which in
general allows for no “total reading” of the book sort to be done, will be
even harder to theorize without making distinctions between aspects of
interactive fiction as computer program; ways in which IF works are
world, game, and potential narrative; and the interactor’s own
interpretation and experience.

A session spans the execution of an IF program. The session begins
when an IF program starts running and ends when the program
terminates. The text that results (including text typed by the interactor
and text produced by the program) is the session text.

An interaction describes a series of continuous exchanges of texts
between the program and the interactor. “Continuous” does not have a
formal meaning, nor is it a property of the text or program. The
interactor’s sense of continuity and unity is what makes a certain
experience a single interaction; different interactors may have different
opinions of what an interaction is. The text (from both interactor and
program) that corresponds to an interaction is an zuteraction text.

The experience of interaction belongs to the person involved.” The

3 Or to the people involved. It is common for several people to interact with one IF
work at the same time, although this reality is seldom mentioned in discussions of
interactive fiction. This essay, however, does not deal with how multiple interactors
can experience a single IF session together. There is also no consideration of the
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session, on the other hand, is a property of the program and its
execution. Still, interactions and sessions often correspond: an interactor
starts the IF program, reads and types for a while, perhaps saves
(allowing the current state to be restored later on) or perhaps arrives at a
conclusion, and then terminates the program. However, one interaction
may take place over many sessions, because the interactor may terminate
a program and then start it again immediately, interacting with the
program repeatedly in what is to her a continuous interaction. Similarly,
an interactor can start a session (and an interaction), go on vacation for a
week while leaving the computer and the program running, and then
return to have another, different interaction that is part of that same
session. Of course, the point of many works of IF is to win them, that
is, to proceed towards a certain goal or outcome; “winning” can be seen
as one analogue to having “read the whole book.” (This is not the only
such analogue, though.) Winning cannot be described in terms of session
or interaction alone.

A traversal is what happens in one or more sessions, and one or more
interactions, when the interactor “completes” a work of IF by going
from the beginning until no more can be narrated. The full definition of
traversal is given in section 5; to define the term exactly it is necessary to
describe more about IF as simulated world and potential narrative. The
traversal is mentioned here because of its relationship to session and
interaction. Of course the text corresponding to a traversal is called a
traversal text.

4. Cycles, Exchanges, and the IF World

Anything contributed by the interactor, from a press of the space bar to
a long typed text, is an zput. The texts produced by the program are
output. 1f the program outputs some text that the interactor originally
typed, that is nevertheless output, just as whatever the interactor types
(even something previously output by the program) is input. A ¢ycle is
one input and all the output that follows it until the next input. The
initial ontput 1s whatever output is produced before the first opportunity
for input; this is before the first cycle. All of this is defined formally with
regard to an IF work’s nature as a computer program. Pressing the space

interesting fact that an interactor could actually be a computer program rather than
a person.
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bar in response to "[MORE]” is an input, for instance, even though it
normally provides the interactor no opportunity to influence the course
of the narrative that is being produced. It is simply because an
interactive fiction work is an interactive computer program that it has
input and output.

In the sense that scholars of the story and of narrative (that is,
narratologists) use the terms, a work of IF is not a narrative. An IF work
is an interactive computer program but not directly a narrative, “the
representation of real or fictive events and situations in a time sequence”
(Prince 1980:180). Similarly, interactive fiction is not a szory in the sense
of the things that happen in a narrative, or more precisely, “the content
plane of narrative as opposed to its expression or discourse; the ‘what’
of a narrative as opposed to its ‘how™ (Prince 1987:91). In everyday
speech, of course, “story” also refers to a particular genre, the type of
thing that people expect to hear when they say in conversation “so, tell
me the story” or that a child expects to hear after asking to be read a
story. Interactive fiction is not precisely this sort of story, either,
although there may be a “frame story” provided in the documentation or
there may be a certain type of story that is always generated in
successfully traversing the work. An IF work is always related to story
and narrative in their narratological sense, even if a particular work does
not have a “story” in this ordinary sense.

The distinction narratology makes between story and narrative has
been noted in various ways since Aristotle, who distinguished the
argument, /ogos, and how it was arranged into plot, or zythes; the Russian
formalists also distinguished the material of the story or fabula from how
it was told in the guger (Chatman 1975:295). Interactive fiction has the
potential to produce narratives, usually as a result of the interactor typing
things to effect action in the IF world. In fact IF works are potential
literature in the sense of the Ouvroir de Littérature Potentielle (Workshop
for Potential Literature, abbreviated Oulipo) (Mathews and Brotchie
1998, Motte 1986), and specifically they are potential narratives.

IF works also present simulated worlds. These IF worlds are not
merely the setting of the literature that is realized; they also, among other
things, serve to constrain and define the operation of the narrative-
generating program. IF worlds are reflected in, but not equivalent to,
maps, object trees, and descriptive texts. In fact, the IF world is the
content plane of interactive fiction, just as story is the content plane of a
narrative. The interactor typically types what one or more player characters,
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who exist within the IF world, are to do. The nature of the player
character, and other sorts of characters, is discussed in greater detail in
section 0.

An input that refers to an action in the IF world is a command. In
narratological terms, a command is diegetic (Genette 1980:227-234, Cadre
2002)—at the story or content level rather than the discourse or
expression level. This command is usually in the form of an imperative
to the player character. It does not have to refer to a physical action.
Commands include #hink, any input directing the player character to
speak, and any input directing the player character to examine something
or otherwise sense something about the IF world. Commands that do
not succeed are still considered commands, as long as they are
understood by the parser and interpreted as attempts at action. I
consider the input given to clarify a command (such as &/ the trol/ What
do you want to kill the troll with? #he sword) to be part of the command
being clarified. An input that refers to several actions (for instance, Zake
all) consists of the several commands into which it is decomposed by the
parset.

Other inputs that refer to the program rather than the simulated
world, such as those that save, restore, quit, restart, change the level of
detail in the room descriptions, or address some entity that is not part of
the IF world—to ask for hints, for instance—are directives. A directive is,
in narratological terms, extradiegetic (Genette 1980:227-231). Commands
and directives are two distinct sets; all inputs that are recognized by the
program are one or the other. Directives include what Graham Nelson
refers to as “meta” actions in Inform (Nelson 2001:90). Based on this,
“meta-command” has been previously suggested to refer to actions
outside the game world (Olsson 1997), but this term has the potential to
confuse a narratological study of IF, since “meta” has already been used
by Genette in the opposite direction—to refer to narratives within
narratives rather than to refer to the level of narration itself. To avoid
confusion the term “meta-command” is left, in this discussion, to refer
only to its specific meaning within Inform programming, and “directive”
is used for all inputs that do not refer to the IF world.

There are some inputs that are neither commands nor directives. Any
input that is unrecognized, such as a typo or a statement too elaborate to
parse, is in this category. It seemed expedient at one point to classify
these wnrecognized inputs as directives (Montfort 2003b), but work on an IF
development system has shown that the modules for handling these two
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types of inputs should be different, since the function of these two types
of inputs in the interaction is quite different.

Considering all inputs rather than just text entered at the prompt, it is
still easy to classify recognized inputs into directives and commands.
Pressing the space bar when ”[MORE]” is displayed to indicate that
additional text is available is a directive, for instance, while typing a
number to select one of several conversation options is a command.
what is a grue? in Zork (1979, Tim Anderson, Marc Blank, Bruce Daniels,
and Dave Lebling) appears to be a directive, since there is no one within
the IF world to whom this question is addressed; the information is
apparently related to the interactor outside the IF world. On the other
hand plugh in Zork is a command, because it refers to the player character
speaking the word “plugh,” and it results in a hollow voice within the IF
world saying “Cretin” in reply.

Outputs that follow input from the interactor and describe anything
about the IF world and events in it (including the inability of the player
character to enact a particular action as commanded) are replies. Whether
the text is a direct result of what the interactor typed or whether it
describes something that occurs at specific times, or randomly, it is
considered a reply, as long as it describes something about the IF world.
All other outputs—that is, all outputs that do not describe the IF world
—are reports. [MORE]” and ”[Press space to continue]” as they usually
appear are reports, as are “Are you sure you want to quit?” “Your score is
0 out of a possible 100, in 2 moves.” and “Brief descriptions.”

Extradiegetic Diegetic
Interactor Player Character
Input Directive Command
eg QUIT PICK UP THE PHONE BOOTH
Output Report Reply
e.g. Are you sure you want to quit? You find nothing of interest there.

Table 1. Recognized inputs and the outputs that correspond to them may be diegetic or not.

An exchange is one command and the reply that follows it; the reply in
this case includes all references to the IF world in all the output, up until
the next command is entered. As command and reply correspond to
input and output, so exchange corresponds to cycle.
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The following excerpt from a session text of Zork presents two
exchanges, in bold:

>open the mailbox
Opening the small mailbox reveals:
A leaflet.

>ear the leaflet
I don’t understand “ear”.

>eat the leaflet
Taken.
I don’t think that the leaflet would agree with you.

In the first exchange, the player character is ordered to open a mailbox.
This is accomplished and the result is narrated: a leaflet is now visible.
Next there is an input that is not a command, since it is not understood
to refer to the IF world. This is an unrecognized input that produces a
clarification, “1 dont know the word ‘ear”—revealing the limited
vocabulary and brittle nature of interaction in early interactive fiction,
problems that have only been mitigated in part. That cycle does not
constitute an exchange. Finally there is a command for the player
character to eat the leaflet. This results in the player character taking
possession of it but not actually eating it. The reply seems bizarre in
context; an understanding of the distinction between the diegetic and
the extradiegetic, and between the command and directive, helps to
explain why. “I don’t think that the leaflet would agree with you,”
coming at this point in this session text, makes it seem as if the
extradiegetic “I” in the previous report (the “I” who cannot understand
certain words and translate them into actions) is now somehow within
the IF world, counseling the player character not to eat a piece of direct
mail. Further implications of this sort of transgression, and other sorts,
are discussed in section 8.

5. Initial Situation to Final Situation,
Prologue to Final Reply

The IF world can be described before the first opportunity for a
command. It usually is. Such a description is the prolggne. The term is
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used here much as it was in the PrologueComp, a 2001 writing contest
announced on rec*.int-fiction (Myers 2001), except that, strictly
speaking, any of this initial text that does not describe the IF world is
not considered part of the prologue. This concept is similar to that of
the overture (Nelson 2001:370).

The state of the IF world after the prologue, when the first
opportunity to enter a command is presented, is the zuitial situation. A
single IF work may have multiple initial situations, but because of how
the initial situation is defined these cannot possibly be determined by the
interactor’s input. This is because the first input that can influence the
world in any way is the first command; the opportunity to enter this
command comes after this initial situation. Different initial situations
might be determined by randomness (Short 2001), by the presence or
absence of a particular file on the computer’s hard disk, by the date and
time, or by any other factor besides interactor input. The initial situation
refers to the state of the IF wotld, not how that state is described. A
work of IF may begin immediately with a prompt, describing nothing
about the IF world. Jon Ingold’s 2001 .4/ Roads begins with a quotation
and a menu but does not state anything about the IF world or the player
character’s situation. Thus, it has a #nu/l prologue. Similatly, the 1998 Bad
Machine by Dan Shiovitz begins with just a prompt and has a null
prologue. Nevertheless, like all IF works, these have an initial situation—
this situation is simply not described before the first prompt for input.
As commands are provided by the interactor, the replies reveal what this
initial situation was.

The final reply is that reply after which the narration of events in the
IF world cannot be continued. This text indicates what is usually called
an ending (Short 2001). After the final reply either the program
terminates or the only option is to input a directive. The state of the IF
world that is described in the final reply cannot be changed by any
commands made after the final reply. In traditional interactive fiction, the
final reply usually narrates either the player character’s death or ultimate
triumph. A final reply is not required for a work to be interactive fiction,
and some works, by design, do not produce a final reply. An unfinished
or bug-ridden work might also not produce a final reply at all; it might
instead only manage to produce a final report that is an extradiegetic
error message, explaining what caused the program to crash.

By convention, some directives, such as quit, restore, and restart, are
allowed after the final reply. Neither restore nor restart allow the narrations
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of the IF world to continue, however, after a true final reply; they revert
the IFF world to some other saved state or to an initial situation. Similarly,
undo in this situation does not allow a narration to continue; it simply
restores the previous state of the IF world and allows the narrative to
continue from that point. Adam Cadre’s 2000 Shrapnel achieved its effect
by presenting what seemed to be final narrations while actually
continuing to narrate events in the same IF world in reply to subsequent
commands, suggesting a transgression. The transgression is between
what will be called different courses.

A series of exchanges that are part of the same narration, and are
presented along with all the directives and reports embedded in it,
constitutes a course. The earlier excerpt from Zork describes a course, for
instance. In Andrew Pontius’s Rematch and Sam Barlow’s Aiske there can
be no courses longer than one exchange. The following session text,
from Emily Short’s 2000 Metamorphoses, illustrates how—Dbecause of
certain directives—a single session text can contain several courses. It
also shows how an exchange can be part of more than one course.
Exchanges, which have been numbered, are in bold:

1 >get the rock
Taken.

2 >put the rock in the water
Anything you dropped in there, you would be unable to
retrieve.

>undo
Shore of An Underground Lake
[Previous turn undone.]

3 >hit the bell
You slap ineffectually at the bell.

4 >hit the bell with the rock

The peal is deep and resonant; the surface of the lake stands
up in ripples; the darkness grows (if that is possible) more
dark. Even when the sound has died and the water stilled, you
find yourself waiting.
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>undo
Shore of An Underground Lake
[Previous turn undone.]

5 >listen to the bell
You hear nothing unexpected.

1-2 is a course; nothing occurs after exchange 2 because that command
is undone. 1-3-4 is another course. To quote this course we simply
include everything up through exchange 4; 2 is now considered as
directive because the #ndo directive was input after it, rendering that
input hypothetical and meaningless within the IF world. What was the
reply to 2 can be considered a report: because of the effect of wndo this
text now tells the interactor, outside the IF world, what would have
happened had the command “put the rock in the water” been issued at
that point in time—or, in a work of IF that does not depend on time or
chance, what will happen if that command is then entered. Similarly, 1-3-
5 is a course. Since any portion of a course containing at least one
exchange is also a course, 1-2, 1-3-4, and 1-3-5 are only the longest three
courses of fifteen in this session text.

Typing restore and restoring an earlier situation brings one to the end
of an eatlier course, where the save directive was issued. This allows a
single course to extend across several sessions. A course can also extend
across several interactions.

Can the same situation recur within a course? This depends on the
nature of the IF world. In a world in which time always progresses, one
cannot return to the same situation within a course—it will be later, so at
least one aspect of the situation will have changed. But if time does not
exist or if its laws are different, it may be possible. In fact, it is only
impossible for a situation to occur twice in a course if an irreversible
event occurs after every command. The progression of time is a special
case of this. Note that keeping a count of how many “moves” have been
made may or may not pertain to the IF world. If events always occur in
the IF wortld after a certain number of moves have been made, this is
relevant to that IF world. On the other hand, the number of moves
made may just be provided (in a report) for the interactor’s information.
The player, of course, may not be stepping in the same stream twice
when a situation recurs, since she may have a different level of
knowledge the second time. But “situation” refers only to the state of
the IF wortld, not to that of the interactor.
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The state of the IF world after a true final reply is a final situation. So
a traversal of an IF work is the course extending from a prologue to a
final reply, and from an initial situation to a final situation. A successful
traversal ends with a final situation that corresponds to winning; this
seems consistent with what is meant by playthrongh (Short 2001), a term
that was used on rec.arts.int-fiction for the first time not too long ago
(Schmidt 1999) despite its much longer history of use pertaining to
video games. Since that term has been used in video gaming to refer to
something more like a fraversal in general, or to refer to the completion
of a level, “successful traversal” is offered here to clearly indicate a
traversal of the whole work that ends in a winning state.

6. Player Characters, Non-Player Characters,
and Other Persons

A character in interactive fiction is a person who is simulated within the IF
world. A character’s actions as narrated can differ depending upon the
input provided. The term as it pertains to interactive fiction derives not
only from dramatic use and from discussion of the novel but also from
the specific use of the terms player character and non-player character in the
prototypical fantasy role-playing game, Dungeons & Dragons. These terms
have a similar special meaning in interactive fiction.

A player character or PC is a character directly commanded by the
interactor. Any other character is a non-player character or NPC. The
interactor may request that an NPC do something, or even command an
NPC to do something, but such a request or command will always be
done via the PC, who is the one directly commanded. NPCs are the
anthropomorphic entities who can take actions in some way within the
IF world—similar to the PC-like entities called actors (Lebling ez al. 1979)
—but who are not directly commanded by the interactor. An actor does
not have to be anthropomorphic, but this is a requisite for an NPC. An
adventurer-like freedom of action or ability to act is not required in
either case.

There are also other persons who are mentioned but who are neither
PCs nor NPCs. (Since the terms player character and non-player character
seem to complete the set of characters, these other persons are better
not called characters; besides, in the study of narratives the term
“characters” only refers to those people who actually exist within the
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story, not those who are simply mentioned.) Marshall Robner, the man
whose death sets up the initial situation in Marc Blank’s 1982 Deadline, is
not a character in that work of IF Lord Dimwit Flathead is not a
character in Zork I, either, since he is mentioned but not simulated. In
Brian Moriarty’s 1985 Wishbringer, the dragon Thermofax appears alive
(albeit in a daydream) in the prologue, but it is not possible at any other
point during an interaction for Thermofax to be mentioned again in a
reply, and thus no input causes his actions to vary and he is not
simulated. Thermofax is a person but not a character. Three scientists
who appear at various points in an interaction as if they were in the
room with the player character in Ian Finley’s 1997 Babel are also not
characters, since they can be recalled by touching objects but are not
simulated in the IF world; no actions can influence what happens (or
rather, what happened) to them, and they cannot undertake any actions
in the simulated IF world.

The idea of a character (including player characters and non-player
characters) in interactive fiction is analogous to the idea of a character in
a narrative, defined as “an EXISTENT endowed with anthropomorphic
traits and engaged in anthropomorphic actions; an ACTOR with
anthropomorphic attributes” (Prince 1987:12). The difference is that a
character in interactive fiction must be an existent who acts within the IF
world. Being a part of the simulation, rather than being a part of the
story that the generated narrative tells, is essential for a character in
interactive fiction. Since people may disagree about what traits are
sufficiently anthropomorphic to allow an entity to be a character in a
story, there are sure to be some similar disagreements about whether
something is a character (or indeed, whether it is even in the broader
anthropomorphic category “person”) in interactive fiction. But the
category ‘““character” in interactive fiction is similar to that category in
narrative, and should be as useful. The presence of entities that cannot
easily be seen as anthropomorphic or not, as in Dan Schmidt’s 1999 For
a Change, has an interesting effect, in part, because it tends to defy the
easy categorization that we would like to make when thinking about
characters.

Aside from the issue of how anthropomorphic a person has to be,
there may be dispute about what constitutes “simulation,” and therefore
whether a person exists as part of the simulated world and should be
considered an NPC. Sean Barrett gives the case of the Implementors in
Enchanter, who appear as a result of the player character casting a spell,
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then immediately disappear (Barrett 2002). They have a sort of existence
within the IF world, but there is no opportunity to interact with them.
Therefore, although they are narrated and their narration is the result of
a command, they are not simulated in the way that the thief, the robot,
or the troll is in Zork. An opportunity for the interactor’s input to
influence the behavior of a person—not simply to cue an appearance—
would seem to be important in designating this person an NPC. Thus,
the Implementors are other persons and not NPCs in Enchanter.

7. World, Rooms

As has been discussed already, a defining characteristic of interactive
fiction is the simulation of a world. This is one aspect that distinguishes
an IF work from, for instance, a chatterbot like Eriza/Doctor
(Weizenbaum 19606).

The IF world is divided into discrete locations known as roozs, which
have also been called /cations and areas. Like other essential elements of
the form, rooms are defined independent of their implementation. A
room is a simulated place from which a certain set of elements in the IF
world can be sensed, manipulated, or otherwise acted upon. A room
quite often contains oljects; of course portable objects may be present or
absent in different situations and objects that are present may be
configured differently (for instance, may be open or closed). A different
configuration of objects does not make for a different room. Rather, if a
command is required to move the player character in space before
certain other objects can be manipulated, those objects are said to be in a
different room. Rooms, like characters, are simulated and are part of the
IF world; they are not just mentioned in some of the narrations that are
produced.

Shade, for instance, is aptly described as “a one-room game set in
your apartment,” (Plotkin 2001) even though the player character can be
commanded to move between the futon, the main room, the bathroom
nook, and the kitchen nook. There is, by the definition presented here,
only one room, because all the actions that are possible in one part of
this apartment can be conducted from any other part of it, with the
movement between parts of the apartment automatically entailed. The
only exception is that the interactor must command the player character
to stand up initially, but this is part of waking up rather than being a
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restriction on moving around in general. After this, any action in any
location is possible with a single command, even if the player character
is back on the futon.

Even if there were works of IF that allowed the interactor to type a
command like move three centimeters left, represented the position of the
interaction in a seemingly continuous way, and thus described an
environment not broken into discrete rooms the way that traditional
interactive fiction is, thetre would still be certain sets of actions that were
possible at all the different potential locations of the player character.
Thus, this definition of room, although possibly less useful in this
circumstance, would still apply.

Rooms are adjacent if the player character can move between them as
a result of a single command that represents a single action in the IF
world. Opening a door usually changes the adjacency of rooms. By this
definition, End of Road and Inside Building in Will Crowther and Don
Woods’s 1976 Adventure are adjacent, as are Inside Building and Y2, since
a magic word will move the player character between these rooms
immediately. However, even though the robots in Michael Berlyn’s 1983
Suspended can be commanded to move to any room from any other
room, all rooms are not adjacent to all other rooms because movement
between rooms occuts as a series of discrete actions, each of which is
simulated in sequence over time. A robot’s movement may be
interrupted along the way by some obstacle or by a new command that
countermands the previous one; the whole trip is not atomic, as it is
when moving from one room to an adjacent one.

After a player character has been to every room, the IF work has

been fully explored.

8. Diegesis, Hypodiegesis, and Extradiegesis

Up to now “IF world” has been used as if there were a single world for
each IF work. Actually, there may be many worlds in a given IF work,
just as there may be several stories told in a single text, including
hypodiegetic ones nested inside the main diegetic one. (The “frame story” of
the 7007 Nights is diegetic, for example, while the stories Scheherazade
tells are hypodiegetic.*) IF wotlds, like the stories in a text, may be linked

4 Genette uses the term “metadiegesis” instead of “hypodiegesis” but admits that in
his usage, “this term functions in a way opposite to that of its model in logic and
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in certain ways. In Steven Meretzky’s 1985 .4 Mind Forever 1/0yaging there
are six simulated future worlds in which Perry Simm is the player
character; these occur in a framework in which Prism, a sentient
computer, is the player character. The world with Prism is diggetic, while
the worlds with Perry Simm are Jypodiegeticc. Commands that refer to
action is such a world can be called hypodiegetic commands. In A Mind
Forever 179yaging, a hypodiegetic world can be reached by putting the
player character into Simulation Mode, one of several modes that are
available. As Perry Simm, the player character then walks around a
simulated version of the city Rockvil. The input #or#h in this mode is a
hypodiegetic command (it is an instruction for the simulated human
being Perry Simm to go north), while record on is a command of the usual
sort (it is an instruction for the computer Prisy, in the frame wortld, to
begin recording what Perry Simm is seeing).

Suspended presents an interesting case in which the player character is
in partial suspended animation in a cylinder, and only a few commands
(such as waif) refer directly to actions of the PC. Most commands are
hypodiegetic commands issued to robots, who, although they are
described by the generated narratives as being in the same physical space,
an underground complex, are really in a different IF world. The robots,
unlike the immobile human player character, can be told to go to
different parts of the complex, can sense things, and can manipulate the
environment to effect repairs. They exist and act in the IF world of this
underground complex. The human “controller,” fixed in the canister in
the middle of a large room in the complex and unable to take any
physical action at all, is most clearly seen as being part of a different (but
linked) IF world. Rather than conceptualizing the robots (who are under
the complete command of the interactor) as non-player characters, it
makes sense to see them as player characters in a hypodiegetic world,
similar to Perry Simm in one of the simulated futures of Rockvil. That
the top-level world can be breached by a robot in the second-level world,
who can be commanded to open the cylinder, ripping wires from and
killing the player character in the frame world, can be seen as an instance
of fatal metalepsis (Genette 1980:234-237), a transgression between
different levels of story or between story and narration. This fatal
variety, specifically as encountered in interactive fiction, has been called
dyslepsis (Aarseth 1997 :118); of course a sort of dyslepsis can occur in

linguistics” (Genette 1980:228). Other narratologists have used “hypodiegesis” to
refer (less confusingly) to narration at this same level, so that term is adopted here.
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narrative also, as in Julio Cortazar’s short story “Continuidad de los
parques” (“Continuity of Parks.”)

Reference to the nature of interactive fiction as a program is no
novelty. When Don Woods first expanded Adventure to create the
canonical work of interactive fiction, he added a segment that would be
encountered at the end of a successful traversal; in this segment, the
“closed” cave was fairly explicitly presented as a computer program that
was not running. This is an example of one other type of metalepsis.
Another clear and memorable instance of metalepsis eatly on in the
history of the form is in Steve Meretzky’s Planetfall: The robot character
Floyd (within the IF world) comments amusingly on the use of the save
directive, which is extradiegetic and which Floyd should not know about.
In Planetfall, the awareness of metalepsis allowed humorous use of it; the
unintentional metalepsis shown in the Zork session text in section 4 is,
instead, awkward.

Understanding the basics of diegesis, hypodiegesis, and extradiegesis
allows us to make more sense of the seeming polyphony of voices in
which statements are made in the computer-generated text of interactive
fiction. “There are at least three identities involved in play: the person
typing and reading (‘player’), the main character within the story
(‘protagonist’), and the voice speaking about what this character sees and
feels (‘narrator’)” (Nelson 2001:368). Nelson states that this narrator
speaks the prologue, but notes that “in some games it might be said that
the parser, who asks questions like “‘Which do you mean...?” and in some
games speaks only in square brackets, is a fourth character, quite
different from the narrator” (Nelson 2001:373). These different speakers
in the computer-generated text are what have led others to identify the
narrative voice not “as a singular speaker but, rather, as a composite,
mechanical chorus coming from both inside and outside the intrigue
envelope” (Aarseth 1997:120).

Just as a work of interactive fiction can have many worlds, it can have
many different narrators—which need not all correspond neatly to each
of the worlds. For instance, at different times, different narrators might
report the events that transpire in a single world. The voice of the parser
(and of other parts of the program, such as those responsible for the
ability to save and restore a particular situation) is extranarrative and need
not correspond to any of these narrators. Similarly, a voice that reports
on hypodiegetic events (those that happen in a world within the main IF
world) is hyponarrative. The numerous voices evident in even a simple
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work of interactive fiction are not an undifferentiated confusion or
chorus but typically correspond to different functions in interactive
fiction that can be separated. Even in those cases where different voices
are confused (as with the example from Zork given earlier), the particular
voices that are being confused, intentionally or unintentionally, can be
identified.

9. Winning and Losing

Many IF works have a goal that is explicitly presented or that becomes
clear during interaction. Such works often indicate during their final
reply whether or not this goal has been achieved. By several definitions,
works of this sort, as with any rule-based activity engaged in for an
outcome or for symbolic rewards, are games (Aarseth 2001, Salen and
Zimmerman 2004:70-83). Reaching a final reply that indicates the
achievement of the IF work’s goal is winning, and a traversal that ends in
such a reply is a successful traversal. Similarly, reaching a final reply that
indicates failure is /osing, which concludes an wnsuccessful traversal.

It seems the first work of IF to problematize the concept of
“winning” was Michael Berlyn and Patricia Fogleman’s 1983 Infidel. The
final reply in Infidel, after completing the final task and achieving the
highest possible score, includes the text “You will never get out of this
pyramid alive. You earned this treasure. But it cost you your life.”
Despite the attainment of the maximum score, the goal of Infide/ was
clearly not to perish inside its pyramid, having collected all the treasure.
But the goal—to plunder the pyramid and escape—could not be
achieved; it was possible to attain the top score and solve all of the
puzzles but only possible to win this sort of Pyrrhic victory. Still,
interactors could state that they “won” Infide/ after getting to this final
reply. Later works, including Exhbibition, Aisle, and Emily Short’s Galatea,
offer no optimal final reply; it would be bizarre for an interactor to claim
to have won one of these. The 2001 work Schroedingers Cat by James
Willson does not even produce a final reply, so it is impossible to
traverse at all. However, it can be solved in a certain sense, since it
presents a world that the interactor can theorize about, experiment with,
and understand; this notion of solution is discussed in section 10.

In Michael Gentry’s 1998 Little Blue Men, in contrast, it is possible to
win after entering only a few of the most obvious commands. (Lz#e Blue
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Men can be won in 10 commands; an interaction that results in a
successful traversal might take only two minutes.) The optimal score is
achieved in this outcome, and the final reply includes the text “*** You
have learned to love yourself *** // In this game, you have finally
managed to love life.” Little Blue Men is a much more intricate and
complex work than such a victory would suggest, however. A different
choice of commands brings the player character into an office
environment that holds many puzzles and conceals something bizarre
and horrifying.

An IF work has been won after a successful traversal, when a winning
final reply is produced and a winning final situation reached. Since
Adpenture and Zork there has been a tradition of “the last lousy point.”
Because of this and for other reasons, many IF works can be won
without achieving the full score. Winning, besides not necessarily
corresponding to attaining the maximum score, also does not particularly
correspond to full exploration. 1t also may not correspond to the solution of
the work.

Although IF works are always called games, and almost all of them
are games, their nature as game has hardly been explored at all. A
common idea is that the author competes against the player in the
“game” of interactive fiction, but this makes no sense when considered
in the context of other games. The developers of Monopoly, from
Elizabeth Magie to Charles Darrow, do not compete with the people
playing Monopoly. Will Wright and his team do not compete with a
person playing The Sims. Nor is the computer the opponent in interactive
fiction, any more than a computer version of solitaire opposes the
player. In interactive fiction, the computer serves as a referee rather than
an opponent (Solomon 1984:20). (If the computer provides hints it may
be acting in a different role, that of a second.) “An Adventure game is an
example of what a games theorist would call a cooperative game. If
there are many players, as is often the case, they function as a team”
(Solomon 1984:21). The myth that interaction in these sorts of games is
solitary, always done by a lone interactor, contributes to this
misunderstanding of the form.

From the standpoint of game theory, the typical interactive fiction
game differs from a game like chess not only because the players in chess
oppose one another but because in that game total information about
the game state is always available to players. The state of the game (or
the state of the IF world) is known only in part in interactive fiction,
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and, furthermore, the workings of this world (and of the particular
interface to it) are also unknown. Thus “the discovery of the rules,
through trial and error, is one of the principal attractions of the game.
The mark of a well-designed game of this type is that the rules reveal a
consistent style, and are not merely arbitrary” (Solomon 1984:20). The
nature of IF as game is too complex a topic to explore further in the
current discussion, but clearly it is necessary here as well to recognize
what types of games interactive fiction can offer and what aspects of a
game help to make it interesting. It is worth noting that the perspective
of game theory does support the figure of the riddle as a way of
understanding interactive fiction, although the riddle may not formally
be the same type of game. The text of a riddle itself is completely
known to a riddlee, but solving a riddle requires that the workings of the
riddle’s world be explored and understood, that its rules be discovered.

10. Puzzles and Their Solution

One way of understanding the relationship between the literary and the
puzzling aspects of interactive fiction is by reference to the riddle, a
figure that—unlike “puzzle,” “problem,” “game,” “world,” and many
other commonly-invoked figures—can actually help to explain how the
literary and puzzling aspects of the form work together (Montfort
2003b, Montfort 2004). The riddle is seldom invoked directly as a figure
—at best, it is discussed as one type of puzzle that might be presented.
But the figure of the riddle is consistent with some discussion of the
puzzle in the IF community. Gregory Cox suggested two requirements
for a puzzle: “a puzzle has to have an objective” and “a puzzle can’t be
obvious” (Cox 1999). This is quite similar to a definition of the riddle
that has been advanced: “Every proper riddle must fulfill two conditions:
the first is its social function as a competition between the riddler and
riddlees; the second is its literary form, which must be difficult and
enigmatic, yet containing the clues necessary to decipher it” (Pagis
1996:81). A similar definition of puzzle is a good start, but it leaves
several questions open. Is a puzzle posed to the player character or to the
interactor? Does a puzzle have to be “required” for a successful traversal
in order for it to be considered a puzzle?

This section uses the canonical Crowther and Woods _Adpenture, the
first known 350-point version, to discuss puzzles in depth. If theorists
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can agree about how many puzzles Adventure has and what they are—or
even if they can disagree and articulate exactly how they disagree and
why—this will be a good sign that the concept of a puzzle can be
sensibly discussed as it pertains to IF works in general.

It seems possible to fruitfully discuss puzzles as formal elements of
an IF work. In fact, it makes little sense to seek the puzzle in the mind
of the author. What if the author is persuaded that it is a puzzle for the
interactor to figure out how to type go north when the player character is
in a room where a doorway is clearly described as being to the north?
The author’s belief does not, by itself, make this a puzzle. Similarly, we
should not simply believe an author who denies that a certain intricate
and difficult-to-discover series of required actions constitutes a puzzle.

It will also not do to rely too much on a specific interactor’s state of
mind and level of intelligence. Clearly, since puzzles are constructed to
challenge people, a definition must refer to the thought process of the
interactor in some way. Still, it makes little sense to consider that Graham
Nelson’s 1993 Curses, for instance, actually contains more puzzles when a
novice sits down at the computer than it does when an expert begins to
interact.” Also, puzzles should remain puzzles even if a particular
interactor knows how to solve them.

However, a puzzle does need to be presented as a challenge to the
interactor, not necessarily to the player character. It is the interactor’s
effort at figuring out a puzzle, not any labor on the part of the player
character, that is important. This is seen most clearly in part of Jeff
O’Neill’s  Nord and Bert Counldn’t Make Head or Tail of It and in my own
Ad Verbum. In both of these works, the solution of puzzles relies on
expressing a command properly rather than actually determining the
correct action that the player character should perform. Although the IF
world is essential to puzzles, puzzles are ultimately posed to the
interactor outside the level of the IF world.

There is no necessary relationship between the score and the solution

5 Since Adventure was the first work of 1F, this case is unusual; people did not know
anything about how to interact, and just discovering how to move around and get
into the cave was challenging. Even in this case, figuring out how to operate the
work of IF in general, and how to move the player character about, is best not
considered as a puzzle itself, although it may be essential to the pleasure of (or
disappointments with) interaction. A difficulty that can reasonably be considered a
puzzle is seen when the general operation of an IF work differs from the standard
operation of interactive fiction and thus presents a special challenge, as in Catl
Muckenhoupt’s 2001 The Gostak.
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of puzzles. This is seen easily in a work such as Andrew Plotkin’s 1995
A Change in the Weather, which has puzzles but no score. In Adventure,
score has little to do, directly, with solving puzzles; it is mostly tied to
picking up and dropping treasures. Driving away the snake, which clearly
seems a puzzle, does not, in itself, earn the interactor any points. Yet
Adventure awards 25 points for “getting well into the cave,” although
nothing special needs to be done to get that far. Crowther’s original
version of Adyenture did not keep score (Peterson 1983:188).

There is also no requirement that anything immediate happen in the
world when a puzzle is solved: the player character may only later visit
another part of the world to see the result of solving a puzzle. Solving
puzzles does not always unlock new parts of the IF world, or unfold
some larger space; a solution may restrict rather than enlarge a player
character’s, and therefore the interactor’s, options. As a result of
collecting all the treasures in Adventure, for instance, the cave closes and
the player character is teleported to a new and much smaller location.

A puzzle is a challenge in a work of IF that requires a non-obvious set
of commands in order to be met. When I try to determine what is
“obvious” and what isn’t, I imagine a hypothetical typical interactor who
is encountering the work for the first time; puzzles do remain puzzles, in
this formulation, after an interactor discovers how to solve them.
Unlocking the grate with a ring of keys, found in plain sight a few rooms
away, 1s not a puzzle, since it is obvious that keys unlock things. A series
of obvious actions (open a box, remove the key from inside, unlock the
door) remain obvious, but an action is non-obvious when an interactor
must move beyond routine and do something out of the ordinary to
understand the world and how to proceed. Looking beyond the obvious
might require close reading to uncover hidden senses of a charactet’s
speech or of descriptions of things, conducing experiments (for
instance, by putting different objects inside a machine and activating it to
figure out what the machine does), or attaining understanding of the
nature of something described in figurative language. While unlocking a
door with a key is obvious, recognizing that something unusual is a key
goes beyond the obvious.

This is not enough of a definition to unambiguously classify every
challenge as obvious or not, but this criterion at least begins to suggests
some way of identifying puzzles, one that does not refer to the author’s
intentions or the interactor’s specific knowledge and aspirations. Any
typical interactor with the appropriate language skills, typing and
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computer interaction skills, and basic sorts of common knowledge
would, in this formulation, be able to determine what is or is not a
puzzle simply by studying the IF work in question, without needing to
interview the author or take a survey of other interactors. The other
factors essential to the determination of “obviousness” should be not
the mindset of the author or of a particular interactor but the culture or
subculture within which the work was published—along with the
conventions of interactive fiction.

There is no requirement that a puzzle’s challenge relate to any other
elements of an IF work in order for it be a puzzle. It simply has to be
presented as a challenge. While the typical way of doing this is to make
the solution to a puzzle a requisite for a successful traversal, puzzles can
be presented in some other way. Formally, the solution to a puzzle is the
series of commands that meet the challenge of a puzzle. A solution to a
work of IF is a series of commands that result in a successful traversal, with
puzzles solved along the way. The typical walkthrough, of the sort often
found online, records a solution to a work of IF. It is important to note
that “solution” has not only a formal meaning but also a meaning that
refers to an interactor’s interpretation, operation, and understanding of
an interactive fiction work. An interactor who, by interacting with a
work, comprehends the entire system of the IF world—why it is
arranged as it is and why it functions as it does—has solved the
interactive fiction work in this sense.

The puzzles in Adventure are:

+ Driving the snake away

+ Getting the gold nugget out
+ Getting the emerald out

« Lighting the dark room

- Killing the dragon

+ Creating a bridge

+ Dropping the vase safely
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+ Watering the beanstalk twice
+ Oiling the door
+ Opening the oyster
+ Replacing the troll’s treasure
+ Feeding the bear to calm it
+ Deploying the bear against the troll
« Finding the way through the Pirate’s maze
+ Finding and purchasing lamp batteries in the other maze
« Blasting out of the repository

+ Dropping the magazine at Witt’s End and leaving the area

The last of these presents what is probably the most questionable case.
Puzzles do not have to be required for a successful traversal of a work in
order to be puzzles, according to the definition advanced here; they do
not have to be tied to any benchmark or other plot element. In the case
of dropping the magazine at Witt’s End and leaving the area, this is a
puzzle because Adpenture clearly presents a challenge to the interactor: to
get the last lousy point, independent of successfully traversing and
winning Adventure. 1f the interactor had 350 points beforehand and
dropping the magazine gave the interactor 351 points—and there was
thus no way to know beforehand that an extra point could be obtained
—this could be referred to as an Easter egg but would not be a puzzle. A
challenge would not have been presented initially.

This last lousy point also demonstrates that solving a puzzle does not
have to relate to anything meaningful in the IF world. Since this puzzle
does not, it may make for a lousy puzzle, but the meaningless commands
to drop the magazine and leave Witt’s End are nevertheless the solution
to an actual puzzle. The typical method of solving this—which involves
reverse-engineering the program and actually reading through the
resulting assembly language to figure out where the last point is assigned
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in the code—is certainly challenging for the interactor, despite the lack
of any relationship to the IF world.

Finding the batteries in the other maze is a puzzle since it is
presented as a challenge, issued rather directly when the lamp runs low. It
is not required for a successful traversal, however. In fact, buying a lamp
battery deprives the player character of one treasure and the possibility
of gaining the full score.

Collecting the remaining treasures and depositing them in the
building is not a puzzle or set of puzzles, because, although the pirate
might steal a treasure to thwart its being moved, in general these actions
are no more difficult than picking up other objects and moving them
around—they just happen to be scored. A series of actions that is
required for a successful traversal but is not a puzzle can be considered a
task. In A Mind Forever 17oyaging, there are no puzzles presented in the
initial Rockvil simulation in Part I, only a list of tasks. The interactor is
charged with carrying out these tasks, and it is enjoyable to explore and
experience the IF world while doing them, but they do not require the
interactor to do anything non-obvious.

11. Further Steps

This article has begun the discussion of the elements of interactive
fiction from a theoretical standpoint, drawing mainly on narratology. The
discussion here has only explored a few of the most important
implications of clearly distinguishing the simulated from the non-
simulated, the IF world from the text that describes it, and the diegetic
from the extradiegetic. Perhaps the few points that have been made are
at least adequate to demonstrate that a better perspective on IF can
result from making such distinctions, however.

Cleatly, it will be valuable to have more discussion of the nature of
interactive fiction, beyond what is covered here, that

« focuses on specific works in giving examples of what the elements
of the form are;

« distinguishes between elements in terms of their being formal or
interpretive; and

+ makes strong and meaningful claims that can be evaluated by others
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and, if useful, built upon by others.

As should be clear from the title of this section and from the discussion
of puzzles, the intention here is to help begin a strong theoretical
discussion of interactive fiction rather than to conclude it. There is much
that remains in considering the nature of puzzles and how they fit into
an IF work overall, relating to its aspects as program, potential narrative,
world, and game. Continuing this discussion will certainly benefit
interactive fiction. Approaches from other fields of study (narratology,
to be sure, but perhaps also fields including game theory and game
studies) can result in a better understanding of interactive fiction. These
sorts of studies should also help IF authors and developers of IF
systems advance the state of the art and help us understand what makes
interactive fiction compelling.
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Characterizing, If Not Defining,

Interactive Fiction
Andrew Plotkin

We talk about interactive fiction as if we knew what that meant. We
always have. It isn’t even arrogance; we're the people who write and play
interactive fiction, so what should the term mean except what we mean
by it? But then someone takes a step outside, and tries to explain this
peculiar obsession of ours. “What I point at when I say...” is an
unhelpful description, no matter how correct.

Defining genres is inevitably a fuzzy, contentious task. Even invoking
“genre” here is a position that I might need to defend. Readers, movie-
goers, TV-watchers—all the forms that fizion has traditionally owned—
have a well-delineated set of genre categories. We talk about science
fiction, fantasy, horror, mystery, and romance. If you visit bookstores,
add in books-for-kids (or “YA”) and mainstream (or “literature,” or
“non-genre”’—if you try to interpret any of these labels literally, you’re
dead off the starting block).

All of those fiction genres are familiar territory for computer games.
Indeed, the early history of interactive fiction made a show of them.
Infocom deliberately branched out from its loosely-comedic-fantasy
roots to formal detective stories, science fiction, horror, and so on. But
as the videogame world evolved, “genre” came to mean something else.
Role-playing games were a game genre; so were first-person shooters, and
platformers, and racing games, and (for the lingering fans) adventure
games. An RPG (or racer, shooter, etc.) could be set in a recognizably
sci-fi universe, or a fantasy setting. Wizards or spaceships or dragons or
robots might be visible. But if you ask for recommendations of “science
fiction games,” gamers will look at you blankly. What £znd of game are
you looking for? What genre?

This use of “genre” is either game-nerd ignorance or the natural and
interesting way to categorize games. And we won’t learn anything by
taking the dismissive stance. So, then, why is it interesting and what does
it categorize? (And what, ultimately, will it say about IF? You see, I am
going somewhere down this academic dirt path. Have patience.)

All of these game genres seem to boil down to conventions of
interface. You might say “game mechanics,” instead, but mechanics are
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so tightly bound to interface as to be indistinguishable. Does an RPG
offer tabular views and menus of avatar qualities because the game is
built around numerical combat mechanics? Or is it the other way
around? It hardly matters; the interface suits the game, and has since
Wizardry and Ultima 1. Shooters are first-person because that’s the best
way to aim a simulated gun. Real-time strategy games need to polish
every aspect of their maps to give you enough information to strategize
in real time.

The interface is also tightly bound to the skills a player needs to use
it. That is why this categorization of games is natural. Acquiring skills
takes time and effort; honing them is easier, and putting them skillfully
into play is the payoff. Or, concisely: if you’re good at shooters, you play
more shooters. Communities of players form along the boundaries of
the games they like to play. Ultimately, as “innovation” meets “what the
audience wants,” the views and standards of those communities affect
new games. A genre evolves. Perhaps it specializes, or even subdivides, as
its aficionados draw distinctions that might be imperceptible to a
newcomet.

These concerns of skill did not sprout, mushroom-like, when the
shadow of computer gaming fell across popular culture. Reading science
fiction or fantasy is a skill—albeit one less likely to throw a flashing “you
have died” if you come up short. Interpreting what a book offers you,
and understanding its unspoken framework, has always been a sort of
game. Communities of readers evolve, subdivide, and affect the creation
of new books—ijust as they do for games. If this were another essay, I'd
call this the natural and interesting way to define “genre” in any field:
creators and audience in dialogue.

But this is an essay about interactive fiction. What can we say about
the interface of interactive fiction?

The facile answer: it’s text. But perhaps that’s too easy. Games across
several genres have swathes of text: diary entries, letters, even
introductory epigrams. Voiceovers are just as familiar, and spoken text is
still text. (IF can be transferred almost unchanged from a printed-text
interface to a speech synthesizer, to the great benefit of sight-impaired
gamers.)

The voiceovers and diaries are text oufput, however. IF generates text,
but it also accepts text as input. Is this a better distinction? It certainly
seems to fit. Outside of the IF tradition, very few games have any kind
of text-based control. (We disregard single-letter menu options—not
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truly text—as well as chat interfaces that are directed to other players
rather than affecting gameplay.) Some of the exceptions are games with
text-in-text-out conversation interfaces, such as Ultima 4 or Starship
Titanic, which we might view as being IF-like minigames within the larger
game structure.

A broader class of exceptions—non-IF games which nonetheless are
controlled by text input—include word puzzles, Scrabble-like games, and
computer-mediated riddles. Nick Montfort has argued for riddles as a
forerunner of interactive fiction; nonetheless, these kinds of games seem
a poor fit for the IF category. What are they missing? Facilely again:
simulated game worlds.

By “game world,” we do not merely mean a story setting, but rather a
world with some game-mechanical heft. Or, perhaps we should say, game
mechanics which in some way heft up a wor/d. IF models the world (in
abstraction) and allows you to interact with that model. Your textual
input affects the game world, in a way appropriate to the input’s
meaning. When you understand the model and its rules, you can
manipulate the IF game world thereby.

Or, to be concrete: you can play the word “EXPLODE?” in Scrabble,
but it does not imply any sort of fictional explosion. It does not require
a “BOMB,” and you cannot use it to scatter your opponent’s letters.

(Of course, a simulated game world is not enough by iself to
distinguish IF Just as many games use text, many games simulate worlds
for the player to play in. The overlap is our target.)

The criterion of narrative is worth a detour. The label “interactive
fiction” might lure us to focus on the fiction and describe IF as “games
that tell stories.” Is this a useful distinction? I will say no. A plot is a
common element of games; indeed, almost a mandatory one these days.
Shooters, platformers, and RPGs are all dense with narrative. Even
racing games, match-three games, and geometric-puzzle games will often
introduce a bit of pro-forma story to motivate the player.

Textual narrative games outside of IF are not common, but the form
can easily be imagined. If Scrabble were spruced up with a story
framework (perhaps a duel between extremely literate wizards?) it would
be the same game; it would not become IF-like. A narrative, by itself, is
content—not interface or gameplay mechanics—and game genre is never
about content.

To be clear, I am not making an argument about superficiality.
Adding a story introduction to Scrabble at this late date would certainly
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be a superficial change. But if Alfred Mosher Butts had begun with a
story idea, and developed Scrabble around that, we might not know it.
We would be justified in analyzing the resulting game based on how it
plays, not on its history. The distinction is not whether a story is present,
or even whether the player can affect the story, but how the player goes
about affecting,

>

We have assembled a working definition of IF: a game that is controlled by
textual input, understood as its natural-language meaning (to some degree), and that
provides a simulated game world, which behaves according to natural rules (to some
degree). This is roughly the definition proposed by Nick Montfort and is
probably as well-accepted as any in the IF community. I will therefore rip
it apart, by comparing text adventures with what might be their closest
cousin: graphical adventures.

The very earliest illustrated adventure games (Mystery House, The
Wizard and the Princess) had text parsers; they were IF as we have just
defined it. The genre quickly evolved towards mouse-based interfaces,
but they were still called “adventure games.” Players categorized Lo,
Mpyst, and the Monkey Island games alongside Infocom’s offerings.

I shared this identification myself. I did not hesitate to discuss Mysz
and its subgenre within the IF community. Perhaps over-pointedly, I
referred to such games as “graphical adventures” or “graphical
interactive fiction,” in parallel with “text adventures” or “textual
interactive fiction.” I implied, therefore, that these were the natural
subdivisions of something called “interactive fiction.” This usage of the
term (co-extensive with “adventure game”) did not catch on.
Nonetheless, I felt it expressed something important. But how does Mys?
relate to the text-in, text-out world simulation games that we have just
described?

Both sorts of games involve exploration, discovery of clues, and the
application of clues to puzzles. Both avoid trials of dexterity and speed.
The player generally has all the time in the world to consider her actions;
the challenge lies in choosing the right action, not enacting it. Both
genres operate in a simulated world. Just as we distinguish word puzzles
from text adventures, we can distinguish visual-geometric puzzles (such
as sliding-block puzzles) from graphical adventures. (Although both
sorts of adventures can zuc/ude such puzzles. If they don’t overdo it.)
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But the resemblance goes deeper. Adventure game puzzles are
typically u#nique. Each puzzle in a game may require a different insight; it
seems a design fault to repeat a trick. Furthermore, the reward for a
puzzle will be a discovery—a new object, room, or story event. Contrast
this to geometric puzzles, whose strength lies in careful permutations of
predictable tricks. Contrast too with the horde of combat and role-
playing games, which may throw scores of identical enemies at you.
Destroying each orc carries a reward value, but not a distinctive reward.
Text and graphical adventure games are unique in being—if we may—
unique at every turn.

(Of course adventure games require repetitive and predictable
actions as well. You may walk up and down a hallway several times, or
pick up and drop objects. A simulated wotld allows that, by definition.
But these actions are not what occupies your attention. They are leaves
that you skim through in order to reach the root of the gameplay.)

Earlier, we focused on the game’s interface as the key to its genre. A
text input prompt does not resemble the rich visual depiction of a
graphical game. But they both provoke the same response: “What should
I do?” mingled inextricably with “What caz I do?” Both sorts of game, in
other words, require exploration of the znferface as well as of the game
world. In a graphical game, the player will tentatively click on a visible
object, to see if it reacts. In a text game, the player will tentatively
EXAMINE a mentioned object. These actions carry exactly the same
weight, the same sense of trial, in the two (apparently) dissimilar
interfaces.

Indeed, they are close enough to suffer the same design failure. A
graphical adventure game must convey, through its art, which parts of
the world are likely to be interactive or interesting. If the player fails too
often to discern that, he is likely to lose faith in the design and start
clicking everywhere on the screen. Players refer to this fate as “pixel-
hunting”” Similarly, a text game must convey which commands are likely
to work. If it does not, it will provoke a precisely analogous response:
the player will start typing words randomly, a “guess-the-verb” (or
“guess-the-synonym”) problem. These are the reductive failures of
interactive fiction—the popular stereotypes of bad adventure games.
(Or, if marketing fails us, the stereotypes of @/ adventure games.)

We must realize that while verb-guessing and pixel-hunting result
from failures of design, they cannot be understood simply as implementing
too few game objects. The game must describe (visually or textually) a world
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in which the player can operate. It must make clear what is important
and what is not. The interface’s capabilities must watch the player’s
options. If the player wants to do something that the game cannot
handle, that mismatch must be resolved. Implementing the action is one
resolution, yes. But so is crafting the interface so that the player realizes
that the action is out of bounds.

We might wish for a game that can handle every conceivable action,
but as long as we are finite game designers, that will remain a dream.

The opposite delusion, when the player cries out in frustration, is to
imagine the solution is explicitly listing every possible action. After all (one
might think), if the player sees a list of every possible verb and noun—
or a highlighted chart of every clickable object—surely that will resolve
the problem?

This path does, indeed, remove the player’s confusion. It also
removes the player’s need to understand the game world. And here we
approach the motive behind all the IF conventions that we have been
describing,

By describing a world, and implying (though necessarily not
specifying) the unbounded richness of a complete reality, the adventure
game conjures the unbounded richness of real action. A person in this
situation could do an infinite number of things. Of course this is a
tension: you know that you have very few meaningful game options. But
the interface makes no move to break this tension. It invites you to type
anything (or click anywhere on the screen).

Resolving this tension is in your hands, and what are your tools? The
game’s description of its reality, and your understanding of it as reality. If
you treat the words (or pixels) as interface elements of a program, you
have no handhold. Any button could be the magic button. They are
distinguished only by their meaning 7z the game world. You understand that
an altar is an important location in a church, that a lever is an important
part of a machine, that a fingerprint is an important feature of a crime
scene.

The adventure game interface, in other words, is accessible only via
player immersion. And the adventure game exerts all its design, not to
offer that immersion, but to request and require it.

At the high end, this immersion becomes environmental puzzle-
solving. How do you resolve a challenge? By understanding the nature of
the problem in the game world, and the tools that are available, and all
of the physical properties of both. The “physics” may derive from your
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real-world knowledge, or from your experience in a fantasy game world,
but in either case you are imagining yourself in the situation. If you
resolve a challenge by iteratively selecting items from a menu, the game
requires no insight and offers no sense of achievement.

But this is #be same insight and achievement offered, at the low end,
by realizing that a book on an altar is worth reading. Or by realizing that
“ATTACK” is a viable option when faced with an angry troll. These
small realizations grow from your understanding of the world and its
conventions, and the small victories teach and lead to the larger ones.

>

We return to our definition, now, armed with a theory of why IF is as it
is.

Why does an IF game provide a simulated world? Because the
player’s understanding of the world must be the primary means of
determining what is possible. Why does text IF describe the world in
words, and accept commands in (a subset of) natural language? Because
the player must be able to close the loop, and infer the importance of
command verbs and nouns from the described world (both the words of
the output text and their meaning). Why do text IF actions include a core
of familiar, conventional commands, a border of less-common
commands, and a hazy halo of implied, situational commands? Because
the player must be able to begin play with some understanding of the
game’s range of action, explore it, and make discoveries—all as a
continuum within the same interface.

In a graphical adventure, this continuum runs from clearly
delineated, prominent objects in the depicted world to subtle visual cues.
These parallel the clear descriptions and oblique references in text IF
output. It is worth noting, too, that while the “verbs” of graphical IF are
a simpler matter—“click to do anything”—they can be developed into a
discoverable continuum as well. (Mysz begins with the direct
identification of the mouse cursor as your hand: to click is to touch. But
this is extended throughout the game, as the player explores different
situations. Clicking becomes general manipulation, then use of a held
object; then variations such as holding, dragging, and waiting become
significant.)

Why is guess-the-verb (or hunt-the-pixel) perceived as a design flaw?
Because the player is no longer trying to play the game world and is
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instead playing the interface. Even when successful, that path offers no
immersion, no sense of achievement, and no fun.

Finally, our theory lets us draw boundaries. These may not match up
with the commonly understood terminology of “interactive fiction,” but
they should be recognizable as meaningful boundaries nonetheless.

Are narrative word-puzzle collections such as The Fools Errand
interactive fiction? Not by this definition. While they have text,
characters, setting, and story, they do not simulate a game world, and the
player’s commands are not understood as acts within the world.

Are choose-your-own-adventure games (and books) interactive
fiction? Again, no; they provide an explicit range of action, with no
room for discovery or exploration. They can be played mechanically;
nothing in the format requires immersion. (This is not to deny their
effectiveness as games. Many, or most, game genres provide explicit
ranges of action. I merely point out and try to explain a boundary:.)

Are the dialogue menus that appear in so many games (including IF
games!) an IF form of interaction? They are text, and they may simulate
a character’s state of mind (a character is indeed part of a world). But,
once again, they invite the player to choose among options rather than
think up options. (And thus a great debate about character interaction in
IF, uncertain from the Infocom days, continues at full force.)

To be clear: this use of “interactive fiction,” as a term, is not the
most commonly accepted. The IF community generally excludes
graphical games from its definition. Whether to include CYOA games is
not a settled question; opinion and usage varies within the community.
And the IF community is of course a hazy, explorable territory in its
own right. The phrase “interactive fiction” begins in Infocom’s
marketing in the early 1980s, but it reaches us through a chain of
evolving discussion groups—not all of which even regarded Infocom-
style text adventures as central.

As always, the point is not to explain a term, but to discover the
motivation behind the distinctions that players draw.
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Interactive Fiction, Stream-of-Consciousness

Writing, and Free Will
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Janet Murray’s book Hamilet on the Holodeck: The Future of Narrative in
Cyberspace is a spirited and unrelentingly optimistic defense of new styles
of interactive storytelling made popular in the wake of the PC revolution
of the early 1990s. Most of the appeal of Murray’s book lies in her lively
and engaging descriptions of her own experiences with stories written
using these new, mostly digital media. Murray should be applauded
warmly for helping to make the attractions of computer gaming, web
design, fan fiction, and other pervasive contemporary diversions
attractive and intelligible to an audience that is often suspicious of such
prima facie purely pop-cultural marginalia. Occasionally in her book,
however, she waxes somewhat more theoretical and tries to describe the
appeal of stories that provide the reader with a more extensive influence
on the course of events making up a narrative, by means of a
comparison with the traditional aims of storytellers in the Western
tradition going back as far back as the pre-Gutenberg era.

In this essay I shall focus my attention on some interesting but
problematic remarks that Murray makes about how we should
understand the relationship between aesthetics of interactive fiction
(hereafter abbreviated IF) and the intentions of writers from just one
carlier tradition. Murray compares the artistic aims of interactive
storytellers to those of authors such as Woolf, Faulkner, Joyce, and
others from the first half of the 20th century who experimented with
non-traditional narrative methods in an effort to provide readers of
fiction with an extreme close-up of human consciousness itself. Her
reason for making these comparisons, and part of what seems to lie
behind her considerable optimism about the future of IF, is a belief that
stories told through media like literary hypertexts, the Internet, and
computer games, at least partly by virtue of the new interface that they
generate between the author and his readers, can be expected to deliver a
higher level of psychological realism to the conventional reader of
fiction.
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I want to tell the story of how stream-of-consciousness writing
compares to IF in a somewhat different way than Murray tells it. I do not
want to suggest that Murray’s diagnosis of the relationship between
these two vastly different methods of telling stories is simply false, but
her approach makes me uncomfortable for a couple of reasons. In the
first place, to suggest that one style of narrative can be valued to any
extent over another by virtue of its capacity to give a true picture of how
the mind works betrays, I think, an approach to practical criticism that
relies more extensively upon evaluations of a work’s specifically mimetic
properties than many in the so-called post-modern era would be entirely
comfortable with. This approach influences her critical judgments in
some rather surprising ways—her preference for simulation-style
computer games like SinCity and Civilization over so-called adventure
games like Myst and Planetfall' seem strange given the sheer paucity of
textual content in the former, and her apparent willingness to posit a sort
of continuity between the appeal of interactive literature and passive
media such as television® is rather surprising to those of us who have
come to view interactive media as presenting a possible salvation from
the cultural penury imposed upon so many in our civilization by the little
blue box.

More significantly, though, I think that Murray’s convictions about
what it would be for a story to achieve a desirable level of psychological
realism in the contemporary era betrays some important philosophical
prejudices  about the relationship between literature and our
understanding of the psychological significance of free will that (while
they might be almost automatically appealing to many inhabitants of the
contemporary scene) it is at least worth bringing out into the open. The
less antecedent philosophy we bring to the task of comparing two
historically separate and stylistically divergent traditions of storytelling,
the more we shall be able to appreciate each individual authot’s efforts
based upon a conception of his or her own peculiar artistic agenda.

As we shall see when we examine some of the remarks that Murray
makes about what she takes to be some of the distinctive appeals of
interactive writing to the contemporary imagination, she seems at least to
think of different methods of narrative as representing so many
different strategies for making new kinds of human experience available,

1 See Janet H. Murray, Hamlet on the Holodeck: The Future of Narrative in Cyberspace
(Cambridge, Mass.: The MIT Press, 1977), pp. 108-109, 213.
2 See Murray, Ch. 9.
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in some sense of this term, to the reader. Like many critics before her,
Murray appears to regard the structural limitations imposed by a
narrative style upon how a particular author tells his tale as instruments
for, rather than as impediments to, the achievement of that particular
sort of communicative act between author and reader that distinguishes
the literary from other forms of expression. Now, my own critical
antennae are attuned to a less Aristotelian, and perhaps a more Freudian,
wavelength than Murray’s. The poet, says Aristotle, must be more the
poet of his plots than of his verses, inasmuch as he is a poet by virtue of
the imitative element in his work, and it is actions that he imitates.” For
the Freudian, on the other hand, narrative tropes and conventions in a
certain sense represent an impediment to literary communication; the
essential ars poetica, suggests Freud, in his famous essay on creative
writers and day-dreaming, is the set of strategies by which the writer
bribes us by the purely formal—that is, aesthetic—yield of pleasure that
he offers us in the presentation of his fantasies.* These formal properties
of a work of literature, says Freud, work to some extent to conceal or to
render less accessible the features of a story that make possible the
release of still greater pleasure arising from deeper psychical sources.

It seems to me that there are some important insights about the
relationship between stream-of-consciousness fiction and interactive
literature that can be obtained from thinking of narrative structures as
imposing a sort of purely external constraint upon the extent to which
genuine psychological realism is a viable goal in the writing of fiction. As
I shall try to show through an examination of passages from certain key
texts belonging to both of these traditions, the most successful works
owe a considerable portion of their appeal to the ways in which their
authors actually place on exhibit their detachment from the narrative
conventions associated with each type of writing, and by so doing allow
their readers, if not to participate directly in the narrative contrivance,
then at the very least to peek behind the curtain.

The popularity of what Murray describes as “multiform
narratives”—a category that is meant to include not only IF but also the
writings of authors as diverse as Calvino, Borges, and Delmore

3 Aristotle, Poetics 1451b27-29, Trans. I Bywater, in The Complete Works of Aristotle,
Vol 11, Ed. Jonathan Barnes (Princeton, NJ: Princeton University Press, 1984), p.
2323 (1451b26-28).

4 Sigmund Freud, “Creative Writers and Day-Dreaming” in The Standard Edition of the
Complete Works of Sigmund Freud, 170l IX, ed. James Strachey (New York: W.W.
Norton and Co., Ltd., 2000), p, 153 (italics mine).
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Schwartz, Hollywood scriptwriters, and participants in collaborative
Internet soap opetras’—atises from sources deep in our contemporary
understanding of the nature of human agency. Such works represent an
effort to give expression to the characteristically 20th-century perception
of life as composed of parallel possibilities. Multiform narrative
attempts to give a simultaneous form to these possibilities, to allow us to
hold in our minds at the same time multiple contradictory alternatives.
Murray speculates that this way of thinking about human lives as paths
traced through a space of conflicting possibilities might be a reflection
of post-Einsteinian physics, or perhaps of a secular society haunted by
the chanciness of life.

Such hypotheses should perhaps not be dismissed entirely out of
hand, but one cannot help feeling that they perhaps represent a
somewhat over-precise explanation of what is surely a highly general
feature of our human self-understanding—a feature, moreover, whose
origins are probably better explained ahistorically. To say that a person
recognizes her life as being composed of parallel possibilities surely after
all amounts to nothing more than the claim that she recognizes her
capacity for acting freely. Are the multiform writers of 20th-century
literature really the first group of literary artists to have devised a way of
telling stories that adequately represents the influence of free will upon
human self-understanding?

In one very provocative and engaging passage of her book, Murray
describes the psychological effect of watching a 3D IMAX film, Aeross
the Sea of Time, which tells the story of a young Russian boy’s visit to
New York. Here, she suggests that such media simultaneously proffer to
and frustrate in their audiences a new sort of empathetic involvement
with the stories that they tell—something quite different from the sort
of vicarious identification with characters in a narrative whose fates are
determined by the structure of the story as it unfolds:

[tjoward the end of the movie we are on a wonderfully realized
street in Greenwich village. . . . A couple in what would ordinarily be
the background crosses the street. But there is no background. I am
there. My attention is caught, and I want to follow that couple and
see what #heir story is. Instead, the camera relentlessly drags me into
a bar on a corner with the young boy. Again I see a wonderfully
detailed environment. . . . I want to move closer, to lean into the

5 Murray, p. 37.
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shot to get a better view, but the camera stays with the dramatic
action of the scene, namely, Tomas’s conversation with the
bartender. I am uncomfortable at these moments because the three-
dimensional photography has put me in a virtual space and has
thereby awakened by desire to move though it autonomously, to
walk away from the camera and discover the world on my own.’

What this passage suggests is that something much more subtle—and
perhaps more interesting—than the mere recognition that stories take
place in environments that are subject to change through the influence
of human voluntarism may be going on in the reception of works that
demand such a high level of participation from their audiences. What
Murray actually depicts herself as having experienced here is a feeling of
positive resistance to the flow of narrative in the film. Rather than
experiencing the development of a story’s plot as an incentive bonus or a
fore-pleasure to the liberation of tensions in our minds, as Freud
described the plots of traditional romantic narratives,” the audience is
explicitly made aware of the plot’s role as a purely artificial constraint
upon imagination and positive empathy.

Murray seems to believe that her response was an unintended side-
effect of the technology used in making the film. My own experience of
3D movies is that plots are almost inevitably quite explicitly contrived
and illogical, since they are designed (albeit rarely with much subtlety or
self-reflexivity) so as to provide certain sorts of momentary and
ephemeral experiential pay-offs—the bird that flies over your head, the
sword that seems to reach out dangerously toward you, the curious objet
d'art thrown into high relief against a backdrop of characters who are
merely talking. Would it be too paradoxical to suggest that the deliberate
use of such devices to inspire a felt resistance to the determinism of
narrative could in fact be a guiding principle in the determination of a
literary style?

I think that the self-conscious adoption of this strategy is in fact a
distinguishing feature of 20th-century literature and is often what
contemporary critics are really talking about when they suggest (as one
so frequently hears) that the much broader phenomenon of irony is the
dominant trope of modern literary fiction.® One finds many such

6 Murray, p. 48.

7 Freud, p. 153.

8 See, e.g, Wayne Booth, The Rhetoric of Fiction (Chicago: The University of Chicago
press, 1961) p. 372. Booth’s discomfort with the predominance of irony in modern



72 IF Theory Reader

examples of this sort of attempt to distance one’s readers from the
determinism of narrative in the works of major writers associated with
the stream-of-consciousness movement.

In order better to understand how the aim of psychological realism
as pursued by authors of this sort of fiction might lead them quite
naturally to pursue a strategy of self-reflexiveness and ironic detachment
in the construction of narratives, it will be useful to take a quick glimpse
at the writings of William James, the philosopher who first introduced
the term stream-of-consciousness into the lexicon of popular psychology. In
The Principles of Psychology, James tried to describe in terms as objective as
possible the five most important distinguishing characters of a sentient
human being’s stream of thought. These, he suggested, were the
following:

1. Every thought tends to be part of a personal consciousness.
2. Within each personal consciousness thought is always changing.

3. Within each personal consciousness thought is sensibly
continuous.

4. It always appears to deal with objects independent of itself.

5. Itis interested in some parts of those objects to the exclusion of
others, and welcomes or rejects—chooses from among them, in
a word—all the while.’

Now, it would certainly be a clear mistake to deny that one of the
principal aims of many great writers of the early 20th century who
experimented openly with stream-of-consciousness technique was to
provide a more realistic depiction of the minutiae of our everyday
thought processes. The philosopher Henri Bergson, a contemporary of
James and a widely influential thinker during the first half of the 20th
century, openly endorsed this view of the aims of narrative. The author,
he said,

fiction, which he so often associates with an artificial prohibition in the aesthetics
of fiction against so-called authorial intervention, might have been mitigated
somewhat if he had taken the view of irony that I have suggested above.

9 William James, The Principles of Psychology Vol 1 (Cambridge, Mass.: Harvard
University Press, 1981), p. 220.
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may multiply the traits of his hero’s character, may make him speak
and act as much as he pleases, but all this can never be equivalent to
the simple and indivisible feeling which I should experience if I
were able for an instant to dentify myself with the person of the hero
himself:""

Some authors of this period may perhaps have even held themselves up
to the standard of accuracy set by psychologists and philosophers of the
period, such as James, Bergson, and others, who employed overtly
introspective, phenomenological methods of inquiry for what they took
to be the purely scientific characterization of how human beings think.
Subsequent critics have pointed out, however, that to suppose that mere
psychological realism was the exclusive aim lying behind this sort of
literary experimentation would be to attribute to these authors an
extraordinary naiveté about the most basic inherent limitations imposed
by the conventions of fiction writing, as well as the more general
constraint imposed upon the artist by the use of written language itself."

One useful exercise we can perform to convince ourselves of this
fact is to reflect upon the plausibility of each of the five numbered
statements given above with the word narrative substituted for the
expression personal conscionsness (or the initial pronoun in statements #4
and #5). I do not think it takes more than a little reflection to conclude
that under this transformation, the first three statements of James’s
characterization of the stream of consciousness would under most
circumstances clearly be false while the last two only would remain at
least relatively plausible. Elaborating upon the first characteristic listed
above, James remarked that each human mind “keeps its own thoughts
to itself. There is no giving or bartering between them. ... Absolute
insulation, irreducible pluralism, is the law””'* But the deliverance of a
narrative is always at the very least an act of communication between
two minds; when it aspires to psychological realism its informational
content is furthermore usually to do with a content of some mind that is

10 Henri Bergson, “Understanding Reality from Within” in Szream of Consciousness
Technigune and the Modern Novel, Ed. Irwin R. Steinberg (Port Washington, NY:
Kennikat Press, 1979), p. 51 (italics mine).

11 For a provocative discussion of the limitations imposed by the nature of language
itself upon attempts to present the stream of consciousness in all its psychological
richness, see Erwin R. Steinberg, The Stream of Conscionsness and Beyond in ULYSSES
(Pittsburgh: University of Pittsburgh Press, 1973), pp. 161-177.

12 James, p. 221.
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neither that of the teller not that of the hearer. If we accept Aristotle’s
characterization of narrative as requiring at least some “probability [of]
necessity in the sequence of its episodes”" as being at the very least a
rough approximation of the truth then we must furthermore reject the
re-interpreted version of condition #2, since according to James when
accepted as a true description of personal consciousness it clearly
implies that no state once gone can recur and be identical with what it
was before, and hence that no psychological state considered in
abstraction from its objects can be thought of as related probabilistically
in any way at all to any other state that an individual might happen to
enter into.'* Statement #3 is a little more tricky, since it is less than clear
precisely what James means by describing thought as continuous in
character. He might on the one hand be referring to the fact that much
of everyday conscious reflection is of a non-linguistic character—an
intuitively appealing but philosophically rather controversial claim to
make about how we experience the flow of our own thoughts. Or he
might be making the more challenging claim that no human being ever
does anything without the accompaniment of a consciously experienced
internal flow of thoughts, even when asleep, entranced, or absorbed in
physical work. In either case, extreme examples of experimentation in
stream-of-consciousness writing such as Finnegans Wake, Russell Hoban’s
Riddley Walker, and some of the later novels of Samuel Beckett, which
forego even the conventions of regular syntax and word individuation,
might conceivably stake a claim to providing partially adequate
representation of the continuous qualities of human thinking. But this is
surely at most an unattainable ideal, one that can at best be approximated
very roughly through the fundamentally discontinuous medium of
human language.

When one looks at a few supposedly paradigmatic examples of
psychologically realistic stream-of-consciousness writing, what one finds
is that in fact a curious sort of path is negotiated between fairly regular

13 Aristotle, p. 2323 (1451b35).

14 James, 224-225. The idea that a single human mind could simply never have two
strictly identical thoughts is, of course, quite philosophically problematic, and it
should perhaps be emphasized here that most contemporary philosophers are
extremely wary of a methodology that relies so exclusively upon introspection when
it comes to the characterization of mental content. For an interesting and sharply
divergent account of the nature of mental content, see Hilary Putnam’s famous
essay “The Meaning of Meaning” in Langnage, Mind and Knowledge, Ed. K Gunderson
(Minneapolis: University of Minnesota Press, 1975).
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methods for the delivery of narrative information about an individual’s
conscious history and a very particular type of digression from the flow
of narrative. Consider, for example, the famous opening pages of Joyce’s
A Portrait of the Artist as a Young Man. This novel begins with a curious
barrage of sensations—snatches of half-coherent song (“Oh, the green
wothe botheth”), fragments of a story being read aloud to the
protagonist, and the observation that “When you wet the bed first it is
warm then it gets cold.”"” The sheer novelty of this style of writing, and
the extent to which it contrasts with more conventional first-person
styles of narration, has led many critics to praise the author by remarking
upon his utterly original methods for capturing the raw feel of our inner,
reflective experience as human beings.'® But this can easily lead one to
overlook certain crucial ambiguities. For in the first place, it is actually
made quite clear by Joyce (through the use of asterisks that divide up the
initial sections of the book) that this passage is meant to serve, not as a
representation of one single, continuous episode in the conscious life of
Stephen Daedalus, but rather as a sort of representative sampling from
Stephen’s infant thoughts. It is also worth noting that the glimpses that
one does catch of other characters, even in the space of a couple of
pages of Stephen’s singing father and his pious aunt, are clearly meant to
resonate with other passages later on in the novel, after Stephen himself
has developed to an extent that enables him to achieve deeper insights
about the personalities of his immediate family. And in a striking passage
toward the end of the novel, the adult Stephen philosophizes to a friend
about the nature of epical narrative in a way that utterly lays bare the
contrivances involved in the novel’s early sections:

The simplest epical form is seen as emerging out of lyrical literature
when the artist prolongs and broods upon himself as the centre of
an epical event and this form progresses till the centre of emotional
gravity is equidistant from the artist himself and from others. . ..
This progress you will see easily in that old English ballad Turpin
Hero, which begins in the first person and ends in the third person.'’

Perhaps the most interesting example of a text in the stream-of-

15 James Joyce, A Portrait of the Artist as A Young Man (New York: The Modern
Library, Inc., 1916), pp. 1-2.

16 See, e.g., Anthony Burgess, 99 Novels: The Best in English Since 1939: A Personal Choice
(New York: Summit Books, 1984), p. 8.

17 Joyce, p. 252. Note that the ballad Turpin Hero was cleatly the source of the title
for an earlier draft of Joyce’s own novel, viz. Stephen Hero.



76 IF Theory Reader

consciousness tradition in which this balancing of pure psychological
description with the development of a cohesive, structured narrative is
brought into high relief is the second section of Faulkner’s The Sound and
the Fury. For this portion of his masterpiece, Faulkner places us inside
the mind of Quentin Compson, a troubled Harvard undergraduate, on
the day of his suicide. We watch as he goes through a meticulous series
of preparations for his own death, which are interrupted comically by
some confrontations with young children and hostile immigrants and a
corrupt rural judge. As these events unfold, Quentin’s imagination drifts
back and forth with apparent aimlessness between his two principal
obsessions in life—obscure memories of an ambiguous, possibly
incestuous relationship with his sister and reflections upon the various
aphoristic pronouncements that made up his father’s darkly fatalistic
wortldview.

What is striking about these passages from Faulkner’s novel is the
almost rhythmical variation in his depiction of the flow of Quentin’s
thoughts, from purely subjective, momentary ephemera of
consciousness to the delivery of fragments of information about his
environment and the people he meets—details that are crucial to the
reader’s understanding of what is going on in the world around him. A
number of devices are used to achieve this delicate balance in the
narrative between Quentin’s free-associative mental ramblings and more
deliberately expository passages. The most explicit and straightforward
of these devices is Faulkner’s use of italicized text, which always begins
when an actual incident in Quentin’s environment has called to mind
some vaguely remembered image or idea from his troubled past:

The shell was a speck now, the oars catching the sun in spaced
glints, as if the hull were winking itself along, Did you ever have a
sister? No but they're all bitches. Did you ever have a sister? One minute she
was. Bitches. Not bitch one minute she stood in the door

I found the gasoline in Shreve’s room and spread the vest in the
table, where it

would be flat, and opened the gasoline.

the first car in town a girl Girl that’s what Jason couldn’t bear smell of gasoline
mafking him sick then got madder than ever becanse a girl Girl had no sister”

18 William Faulkner, The Sound and the Fury New York: Random House Inc., 1954) p.
113.
19 Faulkner, p. 213.
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There is also an element of graceful and quite deliberate irony in the
mixing of Quentin’s recollections of a night spent in the rain with his
sister with his attempts to shake off a small, silent immigrant girl who
follows him around as he makes his way through the outlying areas that
surround the college:

“You're just a girl. Poor kid.” There was a path, curving beside the
water. Then the water was still again, dark and swift. “Nothing but a
girl. Poor sister.” We lay in the wet grass panting the rain like cold shot on
my back. Do you care now do yon do yon

My Lord we sure are in a mess get up. Where the rain touched my
forehead it began to smart my hand came red away streaking off
pink in the rain. Does it hurt [. . .] “There’s town again sister. You’ll
have to go home now. I’ve got to get back to school. Look how late
it’s getting. Youll go home now, wont your”” But she just looked at
me with her black, secret, friendly gaze, the half-naked loaf clutched
to her breast.”

Finally, there is the repeated reference to devices for the measurement of
time throughout this section of the novel. Quentin’s tendency to be
repeatedly distracted from his thoughts by the ticking of clocks and the
tolling of the hour provide a neat metaphor for the tragic course of
events that provide a backdrop for the unrelenting play of his
obsessional thoughts. The chapter’s central symbol, a pocketwatch given
to Quentin by his father “not that you may remember time, but that you
might forget it now and then for a moment and not spend all your
breath trying to conquer it,”*" provides us with what is perhaps the
clearest example of an author’s attempt give us a glimpse of the
difficulty that he himself faces in trying adequately to represent the
continuous, ineffable diachronic play of a character’s innermost while at
the same time delivering a structured, coherent narrative.

Our aim in discussing these few brief examples of stream-of-
consciousness writing has been to bring to light a crucial but often
neglected element of ambivalence evince in the narrative styles adopted
by Joyce and Faulkner toward the task of providing a realistic depiction
of the flow of the elements of privacy, flux, and continuity in the flow
of human thought. When we turn from stream-of-consciousness fiction

20 Faulkner, pp. 169—-170.
21 Faulkner, p. 93.
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to IF, we find that some of the most skillful and reflective interactive
storytellers exhibit a strikingly similar sort of ambivalence toward the
task of providing an accurate representation of what it feels like for a
character to exercise free will in a way that influences how the story he
or she inhabits will reach its conclusion.

Now, in traditional IF of the sort made popular by the game
company Infocom in the early 1980s, the player/ reader influences the
course of events in a story through the entering of simple instructions
into a traditional DOS-style command-line interface. So, for example, a
story might begin with the following passage:

You are standing in the upstairs bedroom of the small urban
townhouse that you share with your wife and kids. To the north is
the house’s upstairs corridor. Directly underfoot, you notice that
there is a large, gamey heap of your own recently worn underwear.
The bed is unmade, and sunlight streams in through a small window
to the south.”

followed by some command-line indicator (e.g, >) into which an
instruction is typed (e.g, “wear underwear,” “close window,” and so
forth). Computer programmers who design tools for the writing of
interactive stories—Ilanguages such as TADS and Inform and all of the
various extensions thereof—try to provide the author with as many
resources as possible in the design of a parser for these command-line
inputs of a reader. One of the indisputable criteria by which interactive
stories are evaluated by fans of the medium is in terms of the degree of
inventiveness that can be tolerated from the player. If a player were to
type “wear underwear” at the conclusion of the passage given above,
only the very shoddiest of IF stories would respond with something like
“I don’t understand that statement,” or “Be more specific.” If the player
were to input something more esoteric, though, e.g., “bask in sunlight”
or “contemplate navel,” only the very most polished and carefully
designed IF parser would be likely to reply with a remark that did not
sound thoroughly vacuous or formulaic.

These imperatives that govern the construction of programming
tools for IF serve as evidence for the plausibility of Murray’s claim that
one of the principal aims of interactive storytelling should be the
intimation of diverging possibilities that we experience as free will.”

22 Taken from my own TADS game Sacrobosco’s Book of Wonders, unreleased.
23 Murray, p. 281.
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From the programmer’s point of view, it is clearly the case that the more
possibilities there are—i.e., the fewer formulaic, repetitive, and narrative-
stalling parser responses—the better. There is something of a danger,
though, in trying to formulate aesthetic standards for the evaluation of
these new media by focusing to much upon the aims of programmers
and technicians as though these somehow represented a distillation of
what is essential to the task of actually coming up with an interactive
narrative. It is certainly true that most of the best IF authors are inclined
to put enormous amounts of work into the design of highly responsive
and imaginative command-parsers—when one looks at the source code
for games by experienced IF writers like Mike Roberts, Graham Nelson,
Cody Sandifer, and Adam Cadre, it is often quite astonishing how much
time has been spent coming up with witty, surprising, and thematically
salient responses for some manifestly unlikely player inputs. But many of
these authors’ work also stands out for another, quite different reason.
Some of the most successful IF composed in recent years is notable for
the way in which it works systematically to frustrate the expectations of
even seasoned players and readers who expect such works to behave in
ways that are at least broadly analogous to the way that our own personal
environments respond to the exercise of our free will.

At the simplest level, a game may be structured in such a way that the
principal task that the reader is instructed to accomplish at the start (e.g.,
to find a treasure, escape from a maze, or retrieve some valuable or
symbolic artifact) turns out either to be impossible or else is frustrated at
the very last stage in the narrative. This device is used to great comical
effect in Mikko Vuorinen’s King Arthur’s Night Out (1999) and Leon Lin’s
Kissing the Buddbas Feet (1996). A somewhat more extreme example of
this general strategy of bringing to light the restriction upon our exercise
of free will can be found in Cameron Wilkin’s chilling IF story Bliss
(1999), in which the second-person protagonist’s aims, as manifested by
the player’s own carefully guided inputs, gradually reveal themselves to be
entirely delusional in nature.

Other writers have come up with subtle methods of drawing their
readers’ attention to the inherent limitations of the traditional IF
command parser, in order to bring to light some curious quirks and
paradoxes inherent in the human self-conception as a species of free,
autonomous agents. In Adam Cadre’s award-winning IF story Photopia
(1998), there is a short but very moving scene in which the main
character recounts a dream she has had that the player is able to
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recognize as a premonition of her own swiftly approaching death. The
dramatic irony of this scene is intensified considerably by Cadre’s use of
a fake command line (represented by the symbol [ -> |, below)—for the
duration of the dream the only command that the parser will respond to
is a carriage return, but the effects of command entry and response are
still displayed as though they had actually taken place:

“Come on, Wendy,” Alley says. “You know the rules. It’s way past
your bedtime. Your parents’ll be home soon and if you’re still up it
won’t look too good for either of us. I'll be right here if you need
anything.” She pulls a book out of her backpack and starts in on her
homework.

>talk to alley
Please select one:

(1) >ASK ALLEY ABOUT HER HOMEWORK

(2) >ASK ALLEY FOR A GLASS OF WATER

(3) >ASK ALLEY WHERE SHE GETS HER IDEAS
(4) >ASK ALLEY ABOUT HOW I GET HOME

(5) >ASK ALLEY ABOUT THE QUEEN

Select an option or 0 to say nothing >> 3

Alley puts down her pencil. “That’s not a question people are
supposed to be able to answer,” she says. “But I can. All that stuff,
every bit of it, came straight from these weird dreams I’'ve been

having. And they’re not the only ones. There’s another... are you sure
you want to hear about this?”

“Yeah!” you say.

“Okay,” Alley says. “It starts like this...”
[->1]

[->]

In a dark place
I open my eyes, and I am in a cold, dim, lonely place. I blink,
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thinking my eyes are still closed, but then I realize that it is not pitch
black: there is a dark purple fog billowing all around me, so close to
black as to make nearly no difference. There is a faint purple glow to
the stone floor, too, though I might not even notice it if it weren’t
holding me up.

[->]
>BXIT

I try to find my way out of this place, but no matter which direction
I try, or however far I go, it’s all the same. Eventually -- and maybe
it’s minutes, maybe it’s days -- I can suddenly make out a vague
shape in the fog,

[->]
>LOOK AT SHAPE

It’s strange, because parts of it look distinctly human, but others are
just as clearly not. I come closer, and I discover the answer: it’s a
person sitting in a huge throne made of rock. No, that’s not right.
It's not MADE of rock -- it IS a rock, one single stone in the rough
shape of a high-backed chair.

[->]
>LOOK AT PERSON

Her face is turned away from me, but I can tell that it’s a young
woman, dressed in long flowing purple garments. Dressed in royal
purple, sitting in a throne, I can only assume that she’s a queen or
princess of some sort, but since I don’t believe in monarchy, and
certainly am not one of her subjects, I don’t feel the need to bow or
scrape or call her “Your Majesty”. “Hello?” I say.

[->]
>WAIT

After a moment, she turns to face me. And that’s when I start to get
really scared.
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She has my face.

(transcript from Adam Cadre, Photopia)™

This method of capturing the fundamentally illusory nature of free will
as it is experienced in dream states is not only utterly original but in
addition could not have been brought about without the game’s player
having been lulled into a false sense of security about the scope of her
influence on the course of the narrative by the game’s very intricate and
well-designed parser.

Perhaps the most surprising and ingenious example to be found in IF
of this sort of deliberate distancing of the reader from the very features
of the medium that provide the reader with the apparent opportunity to
direct the course that a narrative takes can be found in Paul O’Brian’s
game Local Asynchronous Satellite Hookup (2000). The central science-
fictional conceit of this work is that the player is in control of a robot
that itself responds to exactly the set of commands that the parser itself
is programmed to understand. At the start of the game, the robot is sent
to an archaeological site to look for treasure—the former home of a
historian of the antebellum South and a pioneer in virtual reality
technology. The game’s command line is thus supposed to represent the
interface between the player’s persona—a prospector located somewhere
outside of the site itself—and the robot itself. At first glance, this conceit
looks to be merely a clever way to build the inherent limitations and
finitude of traditional IF command parsers into the very structure of the
narrative itself, and some of the responses one gets during the first half
of the game to typed-in commands support this reading, e.g.:

Parlor

I am in a spacious room that I presume was once the Parlor of the
Percy home. A sofa divides the room in two, with one end pointed
towards the doorway to the east and the other pointed towards the
fireplace in the west wall. It is the only piece of furniture in the
room now, but scuffs on the hardwood floor suggest that it was
once accompanied by many others. There is also a doorway leading

24 T am aware of no universally accepted formal method of academic citation for
amateur IF stories; rather than risk making one up I shall merely record the URL of
the Interactive Fiction Archive, an FTP site maintained by Volker Blasius where all
of the games mentioned in this essay can be found. The site address is
ftp://ftp.gmd.de/if-archive/ ftp://ftp.gmd.de/if-archive.
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north.

On the sofa is a corpse (on which are a leather jacket and a white
gold bracelet).

>examine corpse

This is the body of a human adolescent female. She was lying on
her face when she died, which was obviously some time ago. The
body is little more than a skeleton, with a few bits of desiccated
flesh on skin still clinging to the bone. It is held together by a
latticework of decaying tissue, and would no doubt fall apart if
touched. Most of its clothes have rotted away, but it still wears a
leather jacket and a bracelet of white gold.

>lift corpse

The skeleton collapses as I try to move it, leaving only a pile of
bones on the couch along with the corpse’s former possessions.

>x bones

This pile of bones was once a human skeleton.

~pray
I do not know how.
(transcript from Paul O’Brian, Local Asynchronous Satellite Hookup)

At the story’s midway point, however, the robot discovers a curious
collection of inscrutable machines in the attic of the long-departed
couple, and the following miraculous transformation occurs:

At one end of the attic, the cabinets meet in a sort of vertex, and at
the point of this vertex is a booth.

>examine booth

The booth, like the cabinets, is connected to the cube in the center
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of the attic. It is a three-quarter cylinder, a little taller and wider than
I 'am, with the open section facing out. Its wall is made of some sort
of opaque black plastic, and I can see some controls inside.

>enter booth
I have gotten into the booth.

In the booth I can see some controls.

>examine controls
The controls seem to consist of a number of readouts and
indicators, and a prominent button.

>examine indicators
The readouts and indicators appear to be active, but I can make no
meaning from them.

>press button

I push the button, and the cylinder of the booth closes, cutting off
my exit along with all outside light. Inside, it is pitch dark, but
before my headlamp even activates, I feel a strange sensation, as
though my body were falling, falling through thick air and velvet
murmurs. Systems report no change of altitude, but the freefall
persists inside my brain. It is not an unpleasant sensation. In fact, as
it continues I note sensory functions sharpening and previously
unused brain sections coming online. It’s so strange -- one part of
me feels like it is expanding at a rapid rate, touching mental regions
I’'ve never used before, while another part --

[the one speaking now, is detached and observing the changes. I find
that I must erect more and more mental structures to maintain my

standpoint as an observer|

while the core of me pulses outward, soaked in the vividness of
these new

[I can only call them|]
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emotions!

[It also appears that a type of integration is operating. For example,
the metaphorical, figurative language in which I spoke when
beginning to describe the falling sensation]

is completely unlike anything I've ever said before, at least anything
I can remember,

[and my memory of]
my childhood

(transcript from Paul O’Brian, Local Asynchronous Satellite Hookup)

The player has unwittingly guided the robot into a device designed to
simulate the experience of a black slave in the deep south. Here O’Brian
is using the very features of the medium that Murray characterizes as
providing for a more realistic depiction of the experience of free
decision-making to illuminate the fragility of our everyday distinction
between the autonomous and the automatic. The first few moments of
the simulation take things even further:

My master bursts violently into the room! Instantly, he is upon me,
taking painful hold of my wrist and shouting with rage, “God-damn
it! What the hell are you doing up here, you God-damned nigger
cunt? Stealing? Are you STEALING?” He runs his hands roughly
all over my body, sparing me no indignity, before acknowledging
that I carry nothing,

“Caught you before you could take anything, didn’t I?”” he bellows,
inches from my face.

“But what else have you done?” He drags me along as he searches
all of the upstairs rooms, ferociously surveying for any piece out of
place.

“All right,” he says, “I caught you before you could do whatever it
was you were planning. But now I'll make SURE you never make
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any such plan again!”

With this he drags me downstairs, down further and further through
the house, until we finally reach the smoldering hot kitchen. Once
there, he pulls the cord from around my waist and yanks my simple
garment over my head, leaving me naked before him. He then binds
my wrists with the cord. Forcing me up onto a stool, he hangs them
over a hook affixed to one of the ceiling joists.

He kicks the stool away and grabs his riding-whip in one smooth
motion, then pauses a moment to regard me as I hang in front of
him, naked and helpless. He draws his arm back, the whip descends,
and
AAAAAAAAAAAGGGGGGGGHHHHHHH1011101010011000
0101001101010110101101011101111100000010

AA
10110101101100000010101001111110110101111011111011110110
000101001101101101010101

Now I
10101100001010111101010111010110100010101101010001001011
10100101001101101010 help
10100101000010011011101101101011101101101110111100000101
011010000101010111101

can’t 1011101 can’t 1011100000101110110
AAAAAAT00100000111000000000000000000000
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAnd now he draws back, and the whip

again AAAAAAAAAAAAAAA descends and AAAAAAAAAAthe
PAIN is HAAAAAAAAAke nothing

I've AAAAAAAAever imagined.

(transcript from Paul O’Brian, Local Asynchronous Satellite Hookup)

In this passage, O’Brian succeeds in introducing an unexpected and
disturbing element of ambivalence into how the player views what
happens to this strange entity that the game has up to this point taught
him to regard as merely an extension of his own will.

It seems clear that many of the authors in the current, post-

commercial era regard the phenomenon of free will as a philosophical
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conundrum—a dubious phenomenon the exercise of which can be as
elusive and difficult to detect as any other value-bearing experience in the
course of our mental lives—rather than a merely self-evident feature of
our mental lives, one that all of us can identify by means of
introspection aided by a knowledge of modern science, and that
literature is merely required to capture with as much photographic
verisimilitude as possible.

It has come to be accepted as something of a truism in some critical
circles that any account of what makes a particular genre of writing
valuable or worth practicing carries with it some sort of implicit
historical narrative.” What such a narrative is supposed to explain is how
the type of writing in question emerged from earlier models and how its
peculiar appeal can be traced back through the intentions of writers
belonging to a broader tradition. Murray is sensitive in her book to the
need to provide such a narrative in order to explain the attractions of
interactive literary media against a broad historical backdrop:

After reading the wildly digressive monologue of Sterne’s Tristram
Shandy or the exquisite moral discriminations of a Henry James heroine
or the richly textured stream of consciousness captured by Virginia
Woollf, it is hard to believe that we could penetrate any further into the
workings of the mind. But twentieth-century science has challenged our
image of ourselves and perhaps outrun our ability to imagine our inner
life. A linear medium cannot represent the simultaneity of processing
that goes on in the brain—the mixture of language image, the intimation
of diverging possibilities that we experience as free will. It cannot
capture the secrets of organization by which the inanimate somehow
comes to life, by which the neural passageway becomes the thought.*

It is the curiously cumulative character of this narrative that we have
taken issue with here—the notion that Murray appears to have that the
history of literary accomplishment can be represented as a series of
increasingly accurate or detailed attempts at a faithful rendering of the
workings of the human mind. It seems to us that while she is certainly
right to insist upon the enormous cultural importance of these new
media, their appeal cannot be adequately described without reference to
means that they afford to writers for visibly detaching themselves from

25 For a clear and interesting philosophical exposition of this view about the
importance of historical narratives to aesthetics in general, see Noel Carroll, “Art,
Practice and Narrative” in The Monist 71 (1988), pp. 140-156.

26 Murray, p. 281.
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the conventions of narrative, in a way that allows readers to experience
all the pleasures associated with a good story while at the same time
sustaining a reflective attitude toward the subtle manipulations involved
in any type of narrative communication. If there is a story to be told
about the historical emergence of IF that conforms to these criteria,
then it must be just one small chapter in the overarching tale (one that
perhaps has yet to be told with complete accuracy and exhaustiveness)
of how detachment, self-reflexiveness, and deliberate irony became the
dominant tropes of contemporary fiction.



2 Brief Dada Angels

Ryan Stevens, writing as Rybread Celsius

Brief History of IF with Quasi-Mesostic

IneXplicable at first, Yet inevitable later [Zork II for instance|: two
doZen of that storY of late siXteenth-centurY London, three doZen atre
familiar child’s puZzle-books, and still largelY uneXplored land in
between. Cited bY Designer and Date MagaZine: “the grail of puZzle-
free Yet interactive literature seems for teXt: while the industrY puZzles,
nearby caves were being hotly seiZed endlesslY! The Great OnyX Cave
BY StandardiZed Commands was a textual maZe game.” (TerrY
Winograd, 1972) The aim was to eXplore and onlY a few of the
puZzles, FROZEN RIVERS OF ORANGE STONE, AN AWKWARD
CANyON AND A GOOD PASSAGE ExXIT, freelY adapted Zazie, a
craZy artificial intelligence LaboratorY, more compleX than liberallY
neat puZzles. In Tracy Kidder’s PulitZer prize-winning book The Soul
of a New Machine (1981) a journalist’s eYe-view to eXplore. Rooms,
currencY of a recurring puZzle to become “wiZards” in a “fantasY siX”
at the UniversitY of Alberta, Canada. WiZards’ houses, maZes with
limited batterY power with eXits in all directions, and so forth, recur
endlesslY in “Zork”. A puZzle-plaY boX, is actuallY froZen rivers of
improvised imitation called “Zork”, which at its height six years later
emploYed.... you. Would eXpect You were running LiZ Cyr-Jones
MagaZine, manY PhoeniX Computer LiteracY magaZines, a doZen
others: mutuallY TeXt. Adventures were an exception, reallY, “Zork I”
was offered for RendeZvous RaY! DeluXe. And few plaYers can tolerate
a priZe. For the first priZe would take quite another strategY: eXtol the
verY computeriZed Zork. MaY the uneXpected buY even more
haphaZardly stocked RendeZvous with LarrY.

Dancing on the Head’s of Needle-Nose Pliers

Adam Cadre writes real books. Andrew Plotkin writes software. Graham
Nelson himself is a poet. Smart people, able to code, write, spell, etc.
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They have ideas, and they express them. Myself, I have ideas. And try to
express them. But it’s like some sitcom father trying to get all the clothes
into suitcase. They overflow, wrinkle and escape. Whats left is some sad
ready-made. The line between a bad game and a Dada game need not
exist, they share the same Venn diagram. But the attributes expand.
There is the sense of the uncanny and stupid, without stepping into the
realm of surreal (a more fleshed out plane), but ghosting its border.
Their is also a futurist quality to them, with the pieces usually coded very
fast with very little planning or forethought. Stream of consciousness
would be an inaccurate prison, but a perfectly acceptable adjective.
Grammar mistakes and coding ineffiencies paint miniscule portraits of
the author’s states. Does a manic room live it’s life in a run-on sentence?
Is the virtually lifeless NPC a metaphor for a single use tool? Are these
non sequitar interactions injokes, fit somehow in, or allude to the
phantasmagoria of the authot’s logic? Perhaps. Atmosphere leaks in in
pecular ways and nonsense gives way to its own logic. A true Dadaist
game is an imprint of the author’s mind, pressed again and again,
denting each previous pressing, This shape makes any title a maze,
despite how the rooms are linked, and the viewer go beyond the “Guess
the Verb” frustration to a leap of intention, personality and connection.
Despite the headache and grievances, those who work through a piece
can often feel a brief outline of beauty, for two sentences will rub just
right way, or a random event juxstaposes itself within a turn of entering
an instant death room. The aesthetics of the absurd have the uncanny
and the stupid as well. And this is were the Dadaist piece is seperated
from the truly dismal. For the Dadaist piece will have at least a small
contingent that sees some sort of merit beyond satire, even if it can’t be
argued well, or, indeed, at all. The speed of thought transduced to words
per minute, compiled and shot through the world: Nonsense is a right.



Object Relations

Graham Nelson

The archetypal dull object is a small pebble. It has properties, true: it is
portable, inedible, visible, can be thrown, is without odor, color, or taste,
lacks consciousness, is not flammable, has no interior, is opaque, can be
put in pockets. But these are exactly the characteristics that we discard
from our impressions as being unremarkable. They take a good deal
more simulation for interactive fiction than one might expect, and indeed
if a pebble failed of any of them, it would become interesting for that
reason, but this is a long-solved problem. The corresponding problem
of simulating people, using any machinery other than people (that is,
actors), is a different matter, and in the early years of IF it sometimes
appeared hopeless. Numerous old-school designers eschewed characters
altogether, or had them sleeping, in ghostly form, busy potting daisies, or
in some other way evading their reasonable obligations to observe and
participate. New-school IF, an approximate label that we might date
from around the turn of the century, has made a much better job of all
this. Recognizable social situations now stand alongside or even instead
of quests to explore or collect, and inanimate objects no longer seem
universal ingredients of IF. Modern writers are less interested in intricate
puzzles; some objects exist, in IF, in order to serve as components of
such puzzles; and so there are somewhat fewer objects.

But in thinking only of tokens in a game, it is easy to overlook the
richly nuanced possibilities of objects as used in conventional fiction.
Objects are by no means too crude to carry a narrative of human
situations. Leaving aside the physical behavior of objects, since those are
easily understood (a chair supports the character sitting on it, but this is
not very remarkable from a literary point of view), we consider three
largely distinct ways in which fictional objects function in story-telling:
first evocatively, in representing character and feeling; second as objects
of desire, arousing those feelings in reader and characters alike; and
thirdly as a kind of carrier, a physical signal that intercedes between
characters negotiating their feelings.

91
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Evocative Objects

Few would deny that other people are the sweetness of life. The
evocative use in narrative of objects rather than characters at first seems
a saccharine, a sugar substitute. Literary criticism has a variety of terms
for the way particular objects come to represent, or stand in place of, an
inchoate mass of feelings and social structures: for instance, metonymy
(“The bench rebuked Mr. Dershovitz” = the judge sitting at the bench
did) and its close cousin, synecdoche (“She loved that driving seat” = she
enjoyed using the whole car). Sometimes these devices are elegant plays
on association, fraying away into hackneyed figures of speech;
sometimes they are a verbal shorthand for rafts of understanding whose
elaboration would be unnecessary, tiresome, and perhaps also difficult.
(“Downing Street today denied any rift between the Health Secretary and
the Chancellor.””) What makes metonymy more than a linguistic
convenience, where figurative objects substitute for verbal explication, is
that real objects also play a role in real social patterns. Jewelry serves us
in many ways, but a diamond engagement ring is almost wholly
metonymic. If I were to burn the degree certificate that hangs on my
dentist’s wall (let us say), he would neither forget his trade nor lose his
right to practice it, yet the actual certificate means something to him.
The Royal Navy, though sympathetic, will not replace my grandfather’s
recently stolen war medals, because the doctrine is that there can only be
one metal cross. A spare would be a fake. Essentially these are tokens to
make tangible something that seems terribly large to our lives (a
marriage-to-be, a seven-years-apprenticeship, a dreadful time on the
Murmansk convoys), yet which has no substance. Much of the sense of
unfairness in grieving comes from the appalling way that a sudden
absence seems to affect nothing else: not the trees in the garden, not the
books on their shelves, not the crockery to be washed up. We know that
the world has been transformed, and yet the world does not.

The title of this chapter is also the title of three from Julian Barnes’s
novel Metroland (1980), the sentimental education of an English
schoolboy. Each of three phases is concluded by “Object Relations,” a
long room description itemizing his habitual things. At the end of
adolescence:

A crocheted mat; two hairbrushes so stuffed with hair that I have
abandoned them and taken to a comb; clean socks and white shirt
for the morning; a blue plastic knight, made up from a model kit
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given me by Nigel one Christmas, and left half-painted. . . My watch,
which I despise because it doesn’t have a second hand. A Fablon-
covered book.

The scheme is explained in one of Barnes’s trademark deft repetitions:
“Objects redolent of all I felt and hoped for; yet objects which I myself
had only half-willed, only half-planned. Some I chose, some were chosen
for me, others I consented to. Is that so strange? What else are you at
that age but a creature part willing, part consenting, part being chosenr”
But the narrator is increasingly conscious of these chosen things, which
continue to lay him open. Five years later here is what he leaves behind
at the end of a summer in Paris supposedly spent researching theatrical
history:

On the desk, a line-up of bottles of spirits, one for each calvados
I'd consumed. Beside it, a wastepaper basket which I had, with
deliberate negligence, failed to empty; though I hadn’t actually
planted evidence, I was certainly conscious of what was in it. A
copy of “Hara-Kiri” (“journal béte et méchant”) and one of “Les
Nouvelles Litteraires”; a theatre programme which happened to be a
duplicate; various rough drafts of stories and poems; a few drawings
(the best rejects); a couple of letters from my parents; some
tangerine peel; and a note from Annick, left one morning when she
had gone off early.

Nine years later still, his objects have shrugged off their accusing looks,
their peacock-display, and are trusted guides:

Objects contain absent people. A poster, flat and pinned, of the
chateau of Combourg (where Chateaubriand grew up) narrates a
holiday four years ago. A phalanx of a dozen glasses on a shelf
implies ten friends. A feeding-bottle, stored high on a dresser,
predicts a second baby. On the floor next to the dresser is a plastic
travel-bag with a bright sticker we bought to amuse Amy: “Lions of
Longleat”, it says, with a picture of a lion in the middle.

These room descriptions are subtler than they look, that is, are not
simply opportunities for Barnes’s writerly pleasure in capturing domestic
items by a fresh phrase. The travel-bag with its sticker, for instance, is
what has become of the narrator’s old suitcase, with his imagined
baggage labels from foreign parts: already it is now his daughter who will
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travel, no longer himself. Objects “contain absent people,” they narrate,
they imply, they predict.

So suggestive are juxtapositions of items, like still lives, that even
when not openly chosen or random they may still be thought to contain,
narrate, imply and predict, as in dictionaries for the interpretation of
dreams. The surrealist movement certainly thought so. Rene Char’s prose
poem “Artine” (1930, trans. William Rees): “In the bed prepared for me . . .
there was no prison door, there was the taste of bitterness, a glazier’s diamond, a
hair, a day, a broken chair, a silkworm, the stolen object, an overcoat chain, a tame
green fly, a branch of coral, a cobblers nail, an omnibus wheel” (the list is
italicized in Char’s original). Of course this was nothing new in art. The
theological symbolism of objects in the Old Masters is a field of study in
itself. A few years back, I asked an expert why the artist had placed an
octagonal glass of violets on the floor in a painting of the circumcision
of Christ. “Well,” she said, “some people think it signifies the virginity
of Mary, but I think he was just showing off. Most of the painters in
Venice at the time couldn’t really do transparent glass.” Objects should
indeed give us pleasure, besides any meaning they stand for. Sometimes
that pleasure becomes urgent.

Objects of Desire

Objects can be more than substitutes for absent friends: they can be
friends in their own right. It is satisfying to lay a two-foot-high brick wall,
or to rake over ashes in the morning. We do not like to part with trusted
bicycles, with whom we have shared many miles, until they begin to
betray us by constant and wilful breakdown. A screwdriver set changes
from a nagging reproach to an obscure source of congratulation when it
is used for about the fourth or fifth different household job. “Hooray!”
as Helen Fielding’s heroine Bridget Jones might write in her diary: “Am
successful intellectual/handywoman hybrid.” Beyond our own nests, and
the intimacy that attaches to anything in them, we find intriguing
whatever has had a history of human contact, because it is old, or hand-
made. If we viewed frankly bad furniture and cookware in functional
terms, there would be no antiques dealers. A coin minted in 1921 has a
story the more interesting because it cannot be known. Better yet is the
tale of something that struggles to come down to us, the lost treasure:

Untill—finally, and at long last—mangled and tattered like a dog
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that has fought its way home, there falls across the threshold of the
Italian Renaissance the sole surviving witness |. . .] the Verona
Codex of Catullus; which was almost immediately lost again, but
not before it was copied with one last opportunity for error. And
there you have the foundation for the poems of Catullus, as they
went to the printer for the first time, in Venice 400 years ago.

So goes an outburst in a 19th-century scene from Tom Stoppard’s play
“The Invention of Love” (1997). Legend has it that the Verona codex,
the last copy anywhere of Catullus, was found bunging up a wine-butt in
the cellars of a monastery. There are reasons to doubt this, but the
legend is itself revealing, as was the recent keenness of newspapers to
celebrate the “discovery” of a “lost” children’s story by Sylvia Plath,
which, it transpired, had not only been published before and by Plath
herself, but had even been erroneously “rediscovered” before. That we
love such tales enough to over-egg them is the more curious since they
are not, in fact, especially rare. Menander, once thought a second Homer,
much imitated, copied by innumerable scribes, quoted elliptically even in
the New Testament (I Cor. 15:33), was wiped out altogether by the
Christian dark age, not counting some aphorisms and somewhat free
Latin translations. His fragmentary survival today hangs chiefly on two
pieces of rubbish: a wrapper lining a jar buried in a Cairo lawyer’s house,
excavated in 1905; and the papier maché used by municipal workers in
3rd-century BC Alexandria to remummify a number of dilapidated
bodies, unseen by human eye until it was unpeeled at the Sorbonne
between 1906 and 1965. It is all the tale of Perdita, the daughter washed
ashore as a baby after a shipwreck, to be raised by shepherds, with
nothing but a keepsake in her tiny hand.

Such exquisite objects of desire are central to genre fiction. In the
“literary entertainment,” for want of a less patronizing term, the treasure
may indeed be a manuscript: in Eco’s The Nawme of the Rose, a lost book by
Aristotle; in A. S. Byatt’s Possession, a secret exchange of love letters
between Victorian poets; in Henry James’s The Aspern Papers, the Aspern
papers. Or we may find ourselves in the cold war, with the microfilm of
“atomic secrets” hidden in a Russian doll; or in the English 1930s
thriller, where the Foreign Secretary will visit our hero in his flat at St.
James’s after midnight, to confide that it is no exaggeration to say that
the fate of nations depends on this innocent document. In one long
paper chase we pursue letters patent of a claim to the Ruritanian throne;
a private annexe to a treaty; a nameless protocol; a formula predicting the
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stock market, called only The Product; a millionaire recluse’s lost final
will. The matter is an urgent one. Paper, that may crackle with life, may
also crackle in the flames.

The token changes hands, perhaps frequently, or is at least pregnant
with the risk of loss, while the present holder is in no doubt that, merely
by virtue of holding it, he is the central figure in the narrative of the
world. A comedy inversion (and a defining quality of farces) is to find
the object not vital to hang on to, but vital to get rid of. In the Fawizy
Towers episode “The Kipper and the Corpse” (1979), both objects recur
no matter what Basil Fawlty tries, the fugue-like reappearance of the
kipper—which one might think easier to dispose of than the dead hotel
guest—being a masterstroke. The kipper, long past its best, is cooked for
the breakfast-in-bed of a guest who has, however, died in the night.
Fawlty, the hotelier, wrongly assumes that the kipper was responsible for
the guest’s demise, and panics. The doctor is coming. Fawlty has only
seconds to hide the evidence. He tries to open a window, but it’s
jammed. He stuffs the kipper under his cardigan, but the head begins to
protrude just as... and so on. Later, the kipper is thrown into the
kitchen doorway, out of shot, to get rid of it once and for all; where,
however, somebody carrying the corpse trips over it. This Marx-
Brothers-like business is funny partly because the kipper is incongruous,
but mostly because Fawlty is berserkly determined that it must not be
seen, a distraction from the actual problem that the corpse must not be
seen. Also, of course, because it ought to be easy to get rid of but will
not go away. As curious as it seems, Fawlty’s kipper is in some structural
sense the equivalent of Wagner’s ring. One cannot quite imagine Fawlty
bellowing a final operatic warning to “Beware the Kipper!” as the curtain
falls, and yet it is still his nemesis.

So narrow a focus, and such certainty of purpose (as compared with
the aimless ambiguities of real life) are characteristic of genre fiction, as
also, by its present means of construction at least, characteristic of
interactive fiction. There is no crime against mimesis in designing an
interactive fiction whose quest is essentially for an object rather than, say,
a shift in human relationships, for traditional fiction is replete with such
tales. Mimesis is threatened only when the object sought fails to
convince the reader that it is precious. It must move us as the plight of a
sympathetic character would move us: it must be a character in all but
physical form.
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Interceding Objects

Having considered objects as evocation and as desire, scenery and
treasure, we turn to objects as tools: not as physical tools, like crowbars
or biplanes, but as the means by which fictional characters adjust and
express their feelings about each other.

In the stagey third act of Alfred Hitchcock’s movie North by
Northwest (1959), Roger O. Thornhill (Cary Grant) is hiding on the
upstairs landing of James Mason’s criminal hideout. Frantic to attract
Eva Marie Saint’s attention, he dare not risk being heard or seen by any
of her confederates. Eva is a double agent who has infiltrated the gang,
but, unknown to het, she has been found out. So Grant must somehow
warn her that the gang plans to kill her. His solution is to throw a
matchbook, bearing the monogram R.O.T., onto the carpet below, at
Eva’s feet. It concentrates our anxiety because it is so tiny on that wide
screen, because he has only one try, because Mason has guns, Martin
Landau, and a sinister housekeeper while Grant is armed only with a
small square of cardboard. Who will see it first? Even if Eva does, will
her reaction betray her?

Grant’s solution is one for which the audience has been prepared. We
saw the matchbook earlier, in what was itself a deftly metonymic device.
Roger has R.O.T. matchbooks printed: what shall we infer of Roger?
That he is successful, not a young man, smokes too much, advertises, is
wry about his own shortcomings (“rot”) but stubborn too, doesn’t spend
too much time at home (being doubtless divorced by two or three
exasperated wives already), and is suave as all heck regardless. Roger is, in
short, played by Cary Grant. The matchbook serves still a third function
in a movie “about” transposed identities: of the many markers of
identity in the movie, from red railroad-company caps to dry-cleaning
tickets and hotel reservations, this label alone, small and foolish, tells the
truth. Barring some peripheral characters early on, only Grant is not a
secret agent.

The message carries; Mason and entourage leave for a getaway plane;
Grant rushes downstairs, meaning to follow them out and somehow
rescue Eva. Unexpectedly a second familiar object detains him: Eva’s
revolver. In its earlier scene, Eva had proved her villainous credentials by
shooting Grant dead, a phoney incident staged for Mason’s benefit. Now
Grant, thinking the downstairs lounge is clear, finds the housekeeper
pointing that same revolver dead at him. Cut to outside where, a little
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while on, we are startled to see that Grant has now escaped. How did he
do it? In a classic aside, which except for one frantic exchange early on is
his only dialogue in the whole 14-minute sequence, Grant tells Eva: “The
housekeeper had me pinned down for five minutes before I realized it
was that same silly gun of yours.”” Like Grant, we the audience were
clearly shown, and then reminded, and still forgot, that the revolver was
a fake.

What was Ernest Lehman, the screenwriter, up to? His difficulty was
to resolve the movie’s mysteries without allowing it to end, Hitchcock
being set on an all-action finale at Mount Rushmore. Grant, Eva, and
Mason must somehow all meet, clarify their true motives and identities
once and for all, yet resolve nothing. Lehman accomplished this with
devices not unlike those that sterner critics of interactive fiction would
disapprove. LLehman keeps Grant one location behind Mason—climbing
the house wall when Eva is upstairs; upstairs when the gang are
downstairs; downstairs when they are out on the driveway; out on the
driveway when they are at the plane waiting to take off. Lehman ensures
that Grant cannot provoke a confrontation by having him outnumbered
and unarmed. He slows Grant down with a two-stage puzzle based on
objects, each used once already. Interaction is diverted from people to
things, from speech to gesture.

Thomas Hardy likewise avoided a happy ending to Tess by having a
letter, pushed shyly under a door, disappear beneath a carpet, never to be
read; he disposed of Michael Henchard’s last act of love, a gift of a
canary, by having its cage draped closed so that it starved before anyone
found it; he demolished a solid farmer’s composure by sending him a
flirtatious but unmeant Valentine from Bathsheba Everdene. All these
objects are carriers, just as the matchbook was Cary Grant’s honest
endeavor and the phoney revolver Eva’s inner self: a good gitl, only
pretending to be a murderess. As with most good romances, it is hard to
pin down exactly where in North by Northwest the lovers settle on each
other, but if one had to pick a single scene this might be it.

The Inventory of an Adventure

Sherlock Holmes comprehends people, when he does, through objects,
the tools and clues that follow him as a comet is made visible by its tail.
As the “Adventure of the Blue Carbuncle” (1892) opens, Watson, who
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“knows my methods,” reconstructs the recent past with one glance at the
objects surrounding Holmess sofa: newspapers “evidently newly
studied,” lens and forceps so posed that they “suggested” a forensic
examination. A mislaid hat, owner unknown, is then examined for some
1019 wotds, one-seventh of the whole, while Holmes performs his
standard trick. Watson: “But his wife—you said that she had ceased to
love him.” Holmes: “This hat has not been brushed for weeks.”

This “Adventure,” slight but charming, has a festive motif, over a
dozen characters, picturesque locations; yet its objects have the greater
tenacity, as we see through the eyes of its first reader. Sidney Paget,
llustrator for The Strand magazine, and unsung creator of much of the
Holmes iconography, depicted above all faces and postures: a criminal
stoop, a saturnine smile. His interiors are vague pools of light with chairs
only as needed, and he dispenses altogether with the Yuletide scene in
the consulting rooms, the roaring fire, the windows “thick with the ice
crystals.”” The inventory for the story (from which the reader who knows
Holmes’s methods may like to deduce the plot) is, in order of
appearance:

a sofa; Holmes’s purple dressing-gown; pipe-rack; crumpled
morning papers; a hard-felt hat with “H.B.” inside; lens; forceps; *a
white goose with a barred tail; *a card reading “For Mrs. Henry
Baker”; a brilliantly scintillating blue stone, rather smaller than a
bean in size, found in the goose’s crop; *a small morocco casket;
Holmes’s strong-box; a Scotch bonnet; another goose, identical to
the first; two glasses of beer; a small thin volume and a great greasy-
backed one; a hanging lamp; a sovereign (coin); a four-wheeler cab;
basket chair; Holmes’s slippers; medicinal brandy; *a villain’s pipe;
*twenty-five further geese; a bell for summoning Mrs. Hudson,
Holmes’s cook.

Those items marked with an asterisk appear only in dialogue reporting
past events at which Holmes was not present, and are as such unavailable
to Paget (notably 26 of the 27 geese). This leaves 21 possibles, of which
Paget’s six illustrations include exactly two-thirds, omitting only
newspapers, strong-box, bonnet, coin, beer, cab, and bell. The coin and
bell are too small, the strong-box, bonnet, beer, and cab would all require
a seventh illustration showing a fleeting moment in the tale, so that only
the newspapers are voluntarily omitted: and that because, presumably,
the opening scene is already so cluttered.
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We might, to be sure, inventory the same story in a number of other
ways. As class stratification—our middle-class professional men jostle
with a countess, a jailbird gone straight, an intellectual on his uppers, a
barrow boy, four servants at varying degrees of respectability; as
chronology—events are arrayed along five segments of time between 22
and 27 December; as economic survey—transactions range from a few
pence, via one sovereign, to £1000; as a geography of barriers in
Victorian London. In Eccentric Spaces, his classic study of landscape in the
imagination, Robert Harbison remarks of the great detective that “In the
distressingly simplest terms, this is the crux of social life: getting into
other people’s homes, to which he has found an odd but gratifying
solution.”

And yet these readings seem peripheral, like the shadowy walls that
Paget declined to draw, compared to the objects. Objects serving a
metonymic function are the best clues to the habits of the people
inhabiting this story, especially in clothing, from the purple dressing
gown to the hat. At the center in every way is an object of desire: the
eponymous Blue Carbuncle, sportive (carbuncles are ordinarily red),
exotic (from “the banks of the Amoy River in southern China”),
precious (valued by Holmes at £20,000), sinister (“Of course it is a
nucleus and focus of crime. Every good stone is”), exclusive (the
Countess of Morcar reserves it to herself), sensational (advertisements
of a reward for its return have filled newspapers for a week), hidden (it is
always inside something else, never displayed). This being a comic tale,
the stone needs no tracking down and is always being inadvertently given
away. Holmes finds it in his supper goose, a parody of the customary
coin placed in the Christmas pudding for the children to find. He will
return it to the countess as soon as he has deduced how it reached him,
by running back through previous owners. As for objects interceding
between characters, the goose not once but twice appears as a peace
offering between couples: Mr. and Mrs. Henry Baker, whose
estrangement is such that she no longer dusts his hat; and at last Holmes
and Watson, at a delicate moment since Watson’s recent marriage has
obliged them to divide their households. No longer sharing lodgings,
they can at least share beers and a late supper: and there is never any
doubt that the bird, all the while being plucked and roasted below stairs,
will in the final paragraph “fulfil the ultimate destiny of a goose.”



IF as Argument

Duncan Stevens

Introduction

It has been argued that, in theory, interactive fiction should be able to do
anything that static fiction can do, as static fiction amounts to interactive
fiction that consists of one move (>READ STORY) and more
interaction should enrich the storytelling experience, not limit it. The
merits of that proposition can be debated, but there’s certainly
substantial truth in it, and it follows that most of the techniques and
subjects that can be usefully employed or explored in the realm of static
fiction should be adaptable to interactive fiction.

One area of static fiction for which there are, thus far, few or no
analogues in IF is argument or propaganda (the latter generally
construed as a pushier and less nuanced form of the former but not a
different animal as such). Examples of the form in static fiction include
Orwell’s 7984, Solzhenitsyn’s Cancer Ward, and Rand’s Atlas Shrugged.
Most static fiction that makes an argument doesn’t function solely in that
capacity, of course, but in each of the above examples a position of
some complexity is staked out. Can IF do the same? Theoretically, there’s
no inherent reason why not, but the potential IF propagandist should be
aware of potential limitations on the form, many of which apply to static
fiction as well. Fiction as argument lends itself better to certain types of
arguments than to others, and recognizing what kinds of arguments are
best made through fiction, whether static or interactive, will likely make
both for a more effective argument and for better IF. At the same time,
however, the nature of IF allows for storytelling that in some ways is
well suited to argument, as the player is capable of directing the story in
multiple directions, and the author accordingly has the power to
characterize those directions as more or less positive, depending on how
they fit into the argument. The trick, of course, is to not only
communicate what the author thinks but to communicate it in a way that
tends to persuade.

In the first section, I discuss common types of argument and the
structure of each such type. The second section discusses specific
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examples of IF that has attempted certain forms of argument, and the
third section examines some considerations and potential pitfalls in
attempting to persuade through IF.

Categories

Argument in fiction may be generally stated as that which attempts to
persuade the reader of the truth (or falsity) of some proposition external
to the work itself; that Dickens convinces me in .4 Tale of Two Cities that
Sydney Carton is at bottom a good man does not make that novel an
argument for that principle. The French Revolution, however, does (did)
exist outside the novel, and to the extent that Dickens attempts to
convince the reader of something about the French Revolution, the
book functions as an argument. In that case, the argument, depending on
one’s view of the novel, might be that the revolution began as a middle-
class uprising and was co-opted by radicals, or it might be that political
revolutions tend to victimize those who have supported them most
loyally, or it might be something else entirely.

One common type of argument is policy-based: this or that program
or policy should be adopted or eliminated because it will achieve the
greatest good for the greatest number. In fiction, this might be done by
simply dramatizing the effects of the policy or system in question,
whether good or bad, and dystopias—7984 among them—are one of
the best-known forms (though some dystopias are better than others
about explaining what it was that set off the downward spiral and how
the causal chain worked). Dystopia has been attempted in IF, but not
often; A Mind Forever 1'oyaging (Steve Meretzky, Infocom, 1985) is
probably the best-known example. A similar type of argument in a
different time frame is the historical argument: effect A was the result of
cause B, not cause C, which led to effect D but not to E or F Again,
fiction tends to do this by dramatizing the causes and effects in question:
A Tale of Two Cities is arguably a case in point, as are the Shaara novels
depicting the American Civil War. IF, to my knowledge, has not
attempted an argument of this nature, though some aspects of Jigsaw
(Graham Nelson, 1995)—in which the player labors to prevent history
from being altered—come close, in that they implicitly posit that history
as we now know it depended on a certain event. (In that most of the
events are obvious historical turning points, it’s not a particularly daring
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argument, and even when they’re not, the game doesn’t really spell out an
argument about why those events changed the course of history.)

Philosophical arguments, by contrast, tend to depend less on factual
results and more on the inherent merits of a principle or idea: generally,
the point in a philosophical argument is that some principle is
sufficiently important that it trumps other admittedly important
principles. To some extent, Daniel Ravipinto’s Tapestry (1996) was an
argument of this type: the game gave you three options that could
plausibly be connected to emphasis on different principles, let you
choose one of them, and dramatized why the author thought that two of
the choices were suboptimal. Stephen Granade’s Losing Your Grip (1998)
similarly made a pitch for a certain principle, albeit in a rather indirect
way. Religious arguments can take either form: they can argue for a
factual proposition that underlies a certain religious belief (the existence
of God, say, or the truth of a certain historical narrative central to a
given religion), or they can argue for a value proposition (that the
existence of evil is consistent or inconsistent with the notion of a just
God).

What is the importance of this distinction? Simply that fiction is
generally better suited for arguments that advocate general value
propositions than arguments from factual evidence, as fiction, almost by
definition, is directed toward single instances rather than comprehensive
treatments. If your policy argument is that a welfare system is good
because it helps more people than it harms, it’s simply too easy to paint a
portrait of people being helped by such a system, and the reader is liable
to think that the game hasn’t proved a thing. If your historical argument
is that the Treaty of Versailles led directly to World War 11, it’s too easy
to paint fictional scenes illustrating the progression (angry destitute
German workers voting for the Nazis, etc.). An argument that a welfare
system is good because a society’s profoundest moral obligation is to its
poor, however, could well be done through fiction in general and
through IF in particular; portraying the importance of such a system in a
particular instance can illustrate society’s obligation, and the author need
not demonstrate that the scene portrayed is perfectly typical.

Examples

Certain types of arguments are often made primarily through one mode
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or the other, but not invariably so, and Tapestry is a prime example.
There, the game gives you the chance to relive certain key moments in
your life and poses the question: is it better to (1) undo your choices, (2)
make the same choices and accept culpability for the harm done, or (3)
make the same choices and (essentially) reject the urge to feel guilty. As
mentioned, there are philosophies, or at least ideas, that can be roughly
equated with each of those approaches: the first is vaguely humanist, the
second is stoic, and the third could be described as a notion of self-
actualization (one that appears to value highly the making of choices and
sticking by them). (Tapestry confuses things considerably by associating
the first path with Lucifer and the second two with the Fates of Greek
mythology—somewhat sensibly in the case of the second path, not so
sensibly for the first and third.)

The game favors the third option rather emphatically, but it does so
by piling bad consequences on the first two options, which amounts to
stacking the deck. If the player takes the first path, he or she doesn’t
actually do much good for anyone by changing the choices at issue, it
turns out; lots of bad stuff happens anyway—it just happens to be
slightly different bad stuff. The author is free to make that argument in
the context of the game, but it has nothing to do with a value
proposition that goes beyond the game; to the extent that the game can
be taken as an assertion that any such attempts to undo the
consequences of one’s actions are ultimately futile (even in a non-
supernatural context), it’s a highly questionable assertion. It would, in
other words, be easy enough to set up a factual scenario where revising
your choices led to unambiguously better results; with hindsight, in fact,
that would appear to be the more natural conclusion.

The favoring of the third over the second path is slightly less fact-
dependent, as the game makes the case that the way the protagonist
handles his choices is more important than the choices themselves—but
the deck is still stacked to some extent, as the choices amount to
handling those choices either really pootly or reasonably well. That is,
there’s an argument to be made against simply rejecting guilt outright,
which seems to be the course the author favors; the protagonist might
instead decide to accept guilt and view it as a necessary consequence of
making mistakes, a reminder that helps him avoid the mistakes in the
future. Guilt might drive him to be a better person, make better
decisions. Here, though, the alternative to rejecting guilt is being
completely racked with guilt to the point where self-hatred consumes
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your life, which doesn’t make for a particularly nuanced argument.

All of this doesn’t make Tapestry a bad game as such—it functions
reasonably well as an exploration of moral decision making. Forcing the
player to make the PC’s choices is sometimes genuinely wrenching, But it
does not work as an argument, even on the game’s own contrived terms:
it’s hard to imagine anyone being convinced by Tapestry that, even if one
had the chance to change things, it’s better to leave key life decisions the
way they were, let alone (if this is a fair real-life analogue) refusing to
undo a decision that appears to have turned out badly. The major
premise of that argument, that things will turn out badly anyway, is
simply an assumption—unfalsifiable under the circumstances but pretty
strongly counterintuitive. The game’s other argument, about guilt, is no
more persuasive: while it turns on a value proposition rather than on a
factual assumption, it oversimplifies that proposition to the point of
meaninglessness.

Equally ineffective, though for different reasons, is the argument in
A Mind Forever 1/0yaging, where the protagonist is a computer asked to
explore the future. A prominent politician has proposed a plan to cure
the nation’s social ills, and a researcher has managed to simulate the
future as it would be under the plan and commissioned you to go
explore the simulation. It turns out, of course, that everything goes to
hell under the plan, and so I suppose you could say that the game serves
as an argument against the substance of the plan (which amounts to a
somewhat more draconian version of law-and-order proposals popular
with conservative American politicians), though I hasten to add that this
argument probably wasn’t primary among the game’s intentions. To the
extent that it does so serve, though, it’s a thoroughly ineffective
argument, as the game makes no attempt to convince the player that the
simulation is accurate; insofar as the player is later asked to act on what
he or she has experienced, the game more or less asks the player to take
it on faith that the simulation is being fair. (I half-expected a twist at
some point whereby it would be revealed that plan opponents had
stacked the deck.) Moreover, obviously, it’s impossible to argue cause-
and-effect on this scale; there’s no good way of making the case that the
law-and-order plan led to the social implosion that the game describes.
The argument therefore hinges primarily on the game hurling certain
facts at the player—the simulation is accurate, the policies in question are
the primary cause of a certain result—which raises the question, for a
skeptical player, about whether those facts tell the whole story. (In a
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science-fiction story, naturally, they don’t.)

Could the argument about law-and-order policies have been made
more effectively as IF? Not in ways that resemble .4 Mind Forever
Voyaging, probably, but there are other ways: a depiction of a newly built
prison, for instance, where first-time offenders are indoctrinated into a
criminal culture during their unjustly long sentences, or a portrayal of
the deterioration of the first-time offender’s family during that same
prison term; an account of the trial of one such offender, as represented
by an incompetent and overworked public defender; a story in which the
offender is along for a ride with his bad-influence buddies and ends up
taking the rap along with them. Most of these stories take a
representative case rather than attempting to make a case about all of
society, as in A Mind Forever 179yaging, and in these examples the facts are
sufficiently commonplace—I doubt anyone would argue that those
things don’t happen with some regularity, that anyone would argue that
the plot was concocted solely to serve the argument. The point is to
make an argument about generally accepted or commonplace facts
without having to prove exactly how common they are; if your argument
turns on the (unprovable) notion that a certain percentage of imprisoned
first-time offenders emerge from prison as hardened criminals, it’s
unlikely to work as IFE If, however, it arises more from the value
judgment that rehabilitative efforts are a better investment of society’s
resources than more prisons (as illustrated by, say, a parallel story about
an offender in a less punitive state), then it might have a shot.

Could this work for religious arguments as well? Religion is
something of a special case, as the scope of the argument tends to be
immense; if the game sets out to argue that a certain religion’s view of
the world is true (and, by implication, that the views of other religions,
to the extent they are inconsistent, are false), and it attempts to make its
case by portraying the world, it has an awful lot of ground to cover.
Charges of deck-stacking in these cases are virtually inevitable, and
Jarod’ Journey (Tim Emmerich), a piece of Christian IF entered into the
2000 competition (which announced its intentions up front, stating that
the game “will hopefully get you and Jarod closer to God”) was criticized
for precisely those reasons (and many others as well). To be fair, Jarod’s
Journeys take on Christianity was so simplistic that it barely qualified as an
argument: the player was given a few options to take and was periodically
told whether the author approved of the player’s choices. To the extent
that the result was supposed to persuade the player of the merits of
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Christianity (by modeling a Christian’s decision making), while it was
spectacularly ineffective, it did attempt to make a case for a proposition;
the problem was that the proposition (the truth of Christianity) was too
vast to argue coherently.

How could it have been done? Perhaps, rather than presenting the
entire worldview as a fait accompli, by taking certain aspects of the
Christian understanding of the world (or those of another religion) and
embedding them in a fictional setting, as The Chronicles of Narnia did. L.e.,
the major figures and events in the religion’s central story might have
analogues in the fictional world, and the player could be encouraged to
view those characters and events in the same way as adherents of the
real-life religion do. (’'m told that one of the few works of IF to deal
with religious themes, The Legend Lives/ (David Baggett, 1994), did
something similar, though I have not played that game.) The result is
likely to be a fairly watered-down argument, however; a reader can
perfectly well enjoy or be moved by Narnia (or, I suspect, The Legend
Lipes!) without becoming any more convinced that certain religious
beliefs are true, or even (in theory) realizing that the author had any
particular beliefs. Transposing religious beliefs into fiction does avoid the
problem of requiring the player to accept propositions external to the
game, though, and as such it may be the safest approach.

A more fruitful approach to religious argument in IF might be to
confine the argument to propositions internal to the faith, in which case,
of course, the external propositions could be assumed to be true. Such a
game might, for instance, question the extent to which a certain practice
really comports with doctrine by forcing the player to justify his or her
actions to a skeptical NPC. Alternatively, the game, by portraying a God
who decrees certain practices or wills a certain state of affairs as
inconsistent with how God is generally pictured within that faith
(damning unbaptized infants, say, and coming across as less than loving),
might make the point that the practice or state of affairs is in tension
with the larger picture. In either case, the focus is on a value proposition
and its consistency with a larger system of beliefs, not on proving facts.

Other Considerations

I have suggested that an author seeking to persuade through IF should
attempt to make his case by pushing certain value propositions rather
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than making a factual case. The problems with the latter are, I think,
clear, but the question remains: would the former approach lead to
effective arguments? Maybe, maybe not; a lot of what I have outlined
above seems at first glance like the stuff of sentimental TV movies or
wartime propaganda films, and no little skill on an authot’s part is
needed to avoid that feel. The difficulty, to a great extent, in making an
argument that turns on a value proposition is that to make it stick with a
general audience, the author tends to want to sell the value in question
too strongly. Ergo, the kid who gets thrown in jail because of an
incompetent public defender wouldn’t just be a kid, he’d be an honor
student who’s captain of the baseball team and tutors younger kids—but
you see what I mean. The other facts are essentially a distraction from
the value proposition in question, which is that the poor quality of legal
representation for the indigent makes attempts to reduce crime by
stiffening sentences unfair and unjust. The purer form of the argument
would be to make the same case for a troublemaker kid who has no
obvious future and who isn’t particularly sympathetic, to show that
people deserve adequate representation even when their stories don’t tug
at the heartstrings—but the trick there is to actually get the argument to
come across without obvious editorializing about the importance of
assuring the availability of free legal services.

I’m confident that this can be done, but, in light of the paucity of IF
argument of any sort, I’'m hard-pressed to point to actual examples. One
well-done game with an argument of sorts at its core is, as mentioned,
Losing Your Grip, where the protagonist (at least, as I see it—the author
has avoided endorsing any particular interpretation, but this one seems
reasonable to me) is engaged in a lengthy process of cleaning his own
mental and emotional house and makes some surprising discoveries
(surprising even to himself). Namely, he discovers that problems that he
had long blamed on others are to a large extent his own fault and that
the image he had constructed of his father wasn’t entirely fair or true to
reality. (Part of what makes this interesting is that the housecleaning
wasn’t wholly intentional—it was the result of an experimental drug
treatment that was supposed to help the protagonist stop smoking.) The
father does not, however, come across as particularly sympathetic, and
the reconciliation (to the extent it happens) is hardly driven by a
recognition that he is a misunderstood saint; the protagonist’s image of
him may have been distorted, but he’s still fairly unpleasant.
Nevertheless, the game manages to make a case for the propositions that
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trying to mend a broken relationship is worth the trouble and turmoil
and that letting go of old wrongs is better than holding on to them. Not
wildly controversial propositions (when divorced from the specifics of
the game), but not entirely truisms either.

How does it do that? Partly by depicting the alternative as destructive
to all parties, but also by explicitly depicting the father separately from
the distorted image of him that the protagonist had been carrying
around (an image that the game portrays as a character in its own right).
The villain of the piece becomes the image rather than the actual person,
and once the image is vanquished, it’s suggested that the protagonist can
see things as they are and rationally decide to patch things up. The
decision to reconcile with the protagonists father does not, however,
turn on a sympathetic depiction of him; the only such depiction that the
game offers, as far as I can tell, comes after the decision is made, which
makes reaching out to him somewhat akin to a leap of faith. (Part of
what makes Losing Your Grip clever is that the distance between player
and protagonist—since the player can reasonably be seen as an aspect of
the protagonist that is brought out by the drug treatment—effectively
permits the player to make the argument to the protagonist, by making
certain choices within the game about how to view the protagonist’s
father.) The game continues whether or not the player achieves those
insights, however, and since it isn’t obvious that the choice was even
offered, it’s easy to miss the argument. But the choices are there, and the
different outcomes at the end—rviolence and pain on the one hand, an
extra scene offering additional insight on the other—suggest that the
author did not view all of the choices as equally desirable. And since the
argument does not depend fundamentally on the facts underlying the
protagonist’s relationship with his father, it would be unfair to say that
the game loads the dice in its portrayal of a particular situation.

Conclusion

Arguments can, of course, take a variety of forms, and the case made in
Losing  Your Grip is fairly abstruse—enough so the aspiring IF
propagandist may not find it a useful model. In addition, again, the case
made there is unlikely to be profoundly controversial. But that game
does show how a skillful author can use the techniques of IF to persuade
—for example, by letting the player see the world differently from the
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PC and having the player correct the PC’s delusions—and the limited
nature of the argument underscores the limitations of any fictional
form, including IF, for persuasion.



The Success of Genre in Interactive

Fiction
Neil Yorke-Smith?

Introduction

Why are more works of interactive fiction—markedly more—set in a
fantasy or science fiction milieu than any other? Why does the central
puzzle of Spider and Web (Plotkin, 1998) succeed when it would fall flat in
Winter Wonderland (Knauth, 1999)? What differences are found between
IF works of, for instance, historical romance and Lovecraftian horror? In
short, what is the influence of genre in interactive fiction?

Montfort’s definition of a puzzle as “a challenge |...] that requires a
non-obvious set of commands in order to be met” (Twisty Little Passages)
is designed to be independent of author and interactor: we “should be
able to determine what is and is not a puzzle simply by studying the IF
work in question.” This granted, it is the experience of meeting the
challenge—though it may differ from one to the next—that is significant
to the interactor. The experience with the Enigma machine in Nelson’s
Jigsaw (1995) and with the navigational computer in Lebling’s Szarcross
(Infocom, 1982) make the two quite different, despite the many
similarities shared by the two machines in an abstract typology of
puzzles.

Montfort argues that viewing IF works as riddles can bring together
the literary and puzzling aspects. If the formulation of the puzzles, and
the interactor’s experience of them, is central on the one hand, then the
nature and style of the narrative is central on the other. By Montfort’s
definition, the simulated world—described in the literary aspect and the
setting of the puzzling aspect—is essential to interactive fiction; we
suggest that the milieu of that world has bearing on the construction of
the riddle.

The Enigma machine in Jigsaw is a fine example. Unmotivated, the

1 'This essay, written in 2002, reflects the contemporary year of its composition; a few
more trecent references have been cited. Authot’s address: Neil Yorke-Smith,
American University of Beirut, Lebanon, nysmith@aub.edu.lb
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machine is a formidable, tedious challenge that caused some to wish for
respite (Thornton)—or even vengeance. In the setting of World War II,
however, and motivated by the larger plot, on the retracing of historical
necessity, “I found myself thinking, ‘If Turing and Newman could do it,
then surely I [...] can do it too!”” (Rees, Jigsaw). Whereas the puzzle is
natural, if difficult, in the setting, a Nazi encryption machine would sit
unhappily in a fantasy work. (Which is not to say that incongruous and
unmotivated, even tedious, puzzle elements are unknown in IF fantasy
works: take the anachronistic battery dispenser in Adventure (Crowther,
¢.1975; Crowther and Woods, 1976).)

This essay considers how genre and riddle come together in the IF
medium.

Surveying Genre in Interactive Fiction

Casual use of genre in relation to IF is schizophrenic: the word is used to
refer to the medium of IF as a whole, as well as to “a particular kind or
style of art or literature” (Oxford English Dictionary). Even in Nelson’s
“The Craft of Adventure,” an early and thoughtful exposition of craft,
we find “the genre [i.e., interactive fiction] is still going strong” (par.1)
and “the best of even the tiniest games [...] make up a variety of genres
[i.e., kinds of literature]” (par.4). Rightly, we suggest, “IF is a medium,
and not a genre”; just as “[n]ew genres come and go all the time, in other
media,” so “[tlhere are different genres of IF—detective IF, sci-fi IF,
etc.” (Weinstein).

TableSaw, writing critically on the newsgroup rec.games.int-fiction
that was the communication forum of the IF renaissance, observes:

Classification of works is very important [for] it gives potential
viewers a chance to identify similar works by identifying key traits
that are similar to them. In addition it can help authors by providing
a framework within to place their story. It can provide an assumed
context to provide implicit information to a reader. And it provides
a basis for comparing works. [...] [Cllassifications must come from
careful examination and dialogue about works already made, rather
than either trying to create categories and then fit pieces into them.

In short, classification is to be descriptive not prescriptive. As such, any
classification of IF works will be subjective to some degree—what genre
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is [igsaw: historical? time-travel fantasy? romance’—ijust as no history of
the Roman Empire is entirely complete or objective. Literature, like
history, moreover, has many characteristics by which to classify. The
encyclopaedic “Baf’s Guide to the Interactive Fiction Archive”
(Muckenhoupt) indexes and tags works a dozen ways, including by
attribute (“third person voice,” for instance), while a call to classify a set
of highly rated works by the editor of the fanzine SPAG (O’Brian,
Classification) yielded ten disparate responses, including the abrupt
“They’re all games!” (Schmidl).

Unanimity, all would agree, is unattainable. But just as Gibbon’s
Decline and Fall of the Roman Empire has become the canonical history to
measure against, so Muckenhoupt’s “Baf’s Guide” is the canonical
reference to freely available IF.> Muckenhoupt classifies works into 21
genres, from “Adaption” to “Western,” via “Horror” and “Seasonal.”
The graph in Figure 1 shows that fantasy, RPG, and science fiction
dominate the field of IF works. Of the rivals to Muckenhoupt, we note
the genre classification in the “Z-Files Catalogue” (Baum), the selection
by popularizer Britton, and a list by Short based on attributes (Literacy).
For commercial works, while not a classification, “Adventureland”
(Persson and Meier) is impressively complete.
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Figure 1: Classification of works by genre, circa 2002 (Muckenhoupt).

Several reasons have been advanced to explain the dominance of
fantasy and science fiction among IF works. First, historically, Adventure

2 Later came the “Interactive Fiction Database” (Roberts), which had just under 90
crowd-sourced tags under genre, by 2010, not counting some near-duplicates.
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(1976) and Zork (Anderson, Blank, Daniels, and Lebling, 1979) had
fantasy settings, which many early works thought nothing of borrowing,
along with much else.’ Of the 35 works published by Infocom (which we
take as Zork I (Blank and Lebling, 1980) to Anthur (Bates, 1989)), 17
might be classified in the science fiction or fantasy genres.

Second, speculative fiction—fantasy and science fiction—as a rule
appeals to those who take interest in I, it has been argued; they enjoy
“similar target audiences” (Plotkin, qtd. in deMause; see also Giner-
Sorolla). So IF author Cull:

IF attracts a more technologically minded kind of author. You don’t
even think about writing stories that interact, that are very
mechanical, unless you’re in love with the machine. [...] And
because it’s a very young, offbeat, cultish medium, you're likely to
get creatively minded people—people who look at the world and see
not what is, but what might be. The sort of people who like
speculative fiction.

A third reason for the prevalence of fantasy and science fiction is the
unreality of the genres; the magic, if we will. Again, in part, this facilitates
the suspension of disbelief that makes IF an escape from the real world,
for both author and interactor: “Much of real life is not fun, and much
of what makes a game fun is highly unrealistic” (Baggett, Setting). But
Silcox, noting that hackneyed fantasy settings can be as hum-drum as a
simulation of a modern apartment, argues for works that engender “de-
familiarization,” so that real life might be seen afresh. He cites Sunset over
Savannah (Cockrum, 1998), “which simulates with amazing psychological
accuracy and a surprisingly high level of suspense the thoughts of a fairly
average middle-aged man |[...] trying to decide whether or not to quit his
job.”

The magic goes further, though, fourth, for it allows the author to
impose his own logic on the simulated world. The prologue in Trinity
(Moriarty, Infocom, 19806) is set in the very real Kensington Gardens,
London,* while the middle-game spans various surreal worlds. In the
latter we can hardly say, “but that’s not how life works!” when the rules
are made by the author and told to us. Perhaps too the magic lends itself
to narratives more suited to the strengths of IF, a point we must return

3 Montfort’s history of IF is as enlightening as it is entertaining (Twisty Little Passages).
4 The present author can vouch for the strict absence of magic, despite the statue of
Peter Pan.
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to later.

Fifth, speculative fiction can result in works “easier for amateurs |[...]
to write (not write we//, just to write), and since most IF writers are
amateurs not [as Moriarty] professionals, we pick the easy choice” (Cull).
Newell, similarly, advocates that, since the fantasy genre requires less
research than some others, it is more conducive to the amateur not
willing to go to the lengths Moriarty did for the end-game of Trinity
(Rigby), or that Nelson, though an amateur, did for Jigsaw (“On Jigsaw
and T, par.5; DM4 365).

The Interactive Distinctive:
Puzzles and Challenges

Theorists debate what defines interactive fiction as a medium and
distinguishes it from other forms of cybertext such as (electronic)
CYOA (Aarseth; Montfort, Theory; Short, IF); with authors and fans
alike they discuss what are the strengths and shortcomings of the
medium. Recurrent in the debate is the role of puzzles. While the degree
will vary, there must arguably be some interaction in an IF work to
distinguish it from mere blocks of text separated by a “MORE” prompt,
and here puzzles have a leading role: “Without puzzles, or problems, or
mechanisms to allow the player to receive the text a little at a time [...]
there is no interaction” (Nelson, DM4 382).

Here are authors Andrew Plotkin and Lucian Smith: “A puzzle is a
mechanism for focusing the player’s attention”; “[O]ne of the main
purposes of a puzzle is to involve the player in the story more” (both
qtd. in deMause), and theorist Jerz: “A puzzle in IF is, in one sense, a
management tool to separate ‘movements’ in the overall plot” (Puzzles).
Thus, in addition to Montfort’s definition as challenge met by non-
obvious set of commands, we have puzzles as source of interaction and
as means of narrative advancement.

These additional perspectives suit our present purpose. We do not
need to answer the difficult question of what, formally, is a puzzle, any
more than we seek to give a taxonomy. Montfort states “[tlhere is no
requirement that a puzzle’s challenge relate to any other elements of an
IF work in order for it be a puzzle,” but equally in our discussion we will
want to consider interaction that by Montfort does not constitute a
puzzle. Indeed, a work can be puzzleless—all the challenges are met by
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obvious sets of commands—but still, we suggest, the work must have
challenges to be considered IF. The line of demarcation and the works
along its border, such as Finley’s Life on Beal Street (1999), will be debated
just as the frontiers of the Roman Empire were contested.

A poor puzzle is regarded as one whose solution is non-obvious to
the extent that a telepathic connection to the author is required to meet
the challenge (deMause). In contrast:

A good puzzle, in my mind, is no puzzle. [...] [T]The puzzles should
be transparent. Getting onto the benchtop in A Bear’s Night Out
[(Dyte, 1997)] is a good example of this; getting back into your
house in A Good Breakfast |(Adair, 1997)] is not. Puzzles shouldn’t
be “puzzles,” but rather situations that must be resolved to further
your goals. (Greenwood)

Notable is that the puzzles in Dyte’s work, which won a XYZZY Award
for Best Setting, are based on the limitations of a teddy bear, for the
large part, whereas Adair’s work has “artificial puzzles [...] thrown in for
their own sake” (Stevens, Breakfast).

Lucian Smith defines a puzzle as “satisfying” if it gives the interactor
pleasure when solved, and as “pertinent” if it relates to the plot as a
whole (qtd. in deMause). Greenwood’s point is that better puzzles will be
both satisfying and pertinent: the challenge makes sense in the narrative,
the solution advances the plot (Nelson, DM4 394), and the whole is part
of the atmosphere of the work (Jerz, Puzzles). Did Dyte succeed here
and Adair not because of the settings they chose?

Giner-Sorolla’s influential essay “Crimes Against Mimesis” (reprinted
in this book) argues for puzzles that maintain, enhance even, mimesis.
Pertinent puzzles are more satisfying, he contends, and he is supported
in this by seasoned IF authors reflecting on the craft: “[A puzzle] should
be logical, according to the logic of the game’s universe” (Meretzky, qtd.
in Hochberg); “[TThe puzzles should arise integrally from the milieu of
the game” (Rees, Design). For example, the best puzzles in Scapeghost
(Austin, Level 9, 1989) arise from the difficulty the PC, a murdered
police officer returning as a ghost, has in interacting with the material
world.

Given, then, that a2 work “should have a coherent fictional world and
its puzzles should be seamlessly joined to the textual fabric, appearing to
occur naturally” (Nelson, DM4 365), might we call such puzzles

“organic”? If so, are genres more conducive to organic puzzles better
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suited to interactive fiction? To this question we now turn.

Do Some Genres Engender Organic Puzzles?

Plotkin’s celebrated Spider and Web is a tale of espionage. (A plot spoiler
follows.) The turning point for the interactor is a moment of intuition: in
reconstructing past events under interrogation, the PC has woven a
fabrication. His unreliable narration deceives the interrogator. The
puzzle lies in the interactor perceiving the truth (hinted subtly
throughout) and, at the critical moment, using this knowledge to escape;
it is both satisfying and pertinent (Chung). Plotkin won the XYZZY
Award for Best Puzzle, among others. Besides his evident mastery of the
craft, he demonstrated a puzzle organic to its setting; it hardly would
have worked in a children’s fairy story.

The experience of interacting with an IF work is that we “get to meet
the people and /e the events,” we feel “responsible for [the PC’s] actions”
(Baggett, Simulations). If, as we suggest, this interactivity is achieved
through the puzzles in the broad sense, then, other things being equal,
those genres amenable to “better” puzzles may be expected to be more
successful. As narratives they are more immersive; as crosswords more
satisfying. This is not to say any genre cannot be the setting for a
successful IF work, merely that some may be more amenable than
others. Interactive fiction centered on psychological drama, for example,
is decidedly difficult to write well, but Bond’s Rameses (2000) uses non-
interactivity to its advantage.

Amenability to puzzles is aided, firstly, by genres whose organic
puzzles render naturally in the IF world. Hence, one reason for the
popularity of speculative fiction, in addition to those we saw earlier, is
that these are “genres of exploration and action,” to which “the modeled
world of IF lends itself very nicely” (Short, Private). Jerz’s essay on
exposition in IF argues for “live, don’t tell”: “The IF player is supposed
to live the story [...] Exposition that relies this heavily on narration—on
‘telling’—is awkward in IF” (Exposition).

Consider the romance genre, territory well-explored in static fiction,
where the PC’s feelings are central to the narrative. Much easier it is to
walk through a landscape as it is explored than it is to communicate the
emotion of the PC. Only one Infocom work, Plundered Hearts (Briggs,
1987), is a romance, and much of the romantic interest, though well-
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written, is told in cutscenes—not shown, and still less lived. Later
attempts in the genre have emphasized the narrative, with varying
success: Huang’s Muse (1998), Fischer’s Masquerade (2000), Ingold’s My
Angel (2000). Besides Ingold’s, the other works all feature developed PCs
in a historical setting; My Ange/ is notable for its “novel mode.” The
crossword struggles in the romance.’

In view of Jerz’s essay (Exposition), his own Fine Tuned (2001)
becomes most interesting. Although subtitled An Auto-mated Romance, the
work is more a comedy:

[Jerz] dares—and manages to pull off—a number of pieces of
participatory comedy, which is much harder to pull off than just
writing a bunch of funny lines that always show up. [...] I had to
make the joke happen, or rather, the author had to set things up
such that I would. (Cadre)

Here is “live, don’t tell” in practice. And as Baggett emphasizes
(Simulations), it is powerful. Brian Moriarty on Trinity:

You could just feel the weight of history on you. [...] I just wanted
people to feel that weight on them when playing the game. [...] It’s
nice to know that interactive fiction could do that, make you feel
uncomfortable about killing things. (qtd. in Rigby; see also Buckles
127-29)

Secondly, in some genres—mystery and adventure especially—the
organic puzzles are readily “found.” Cadre defines a “found puzzle” as
one that “derive[s] from the story” (qtd. in deMause), while Plotkin gives
his first rule of puzzles as, “The world you’ve created creates the
puzzles” (Happy). In static fiction, works in these genres “from Poe’s
‘The Gold Bug’ on, can capably integrate set-piece puzzles into the
overall mimetic goals of the story” (Giner-Sorolla, par.3). It is not overly
surprising, therefore, that mystery was the first genre beyond speculative
fiction explored by Infocom, beginning with Deadline (Blank, 1982).
Blank later wrote, “[MJost people, when they read mysteries, are
constantly trying to think ahead, what happened. [...] So, it seemed to
lend itself perfectly.” (qtd. in Greenlee).

Writing in the New York Times Book Review, and clearly enthusiastic

5 Not entirely, of course: there is the extended duet in Jigsaw (where, interestingly, the
PC and NPC Black are carefully gender-neutral); and Short’s Pyzhos Mask (2001)—
her entry in her own SmoochieComp—was nominated for Best Individual Puzzle.
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about Deadline, Rothstein links the success of Infocom’s eatly work to
their choice of genres, “the worlds of popular fiction—the detective
story, science fiction, adventure and fantasy. These genres define worlds
with their own logic; they pose lucid questions and possess clear
narrative easily adaptable to a computer.” Less is this so for the romance,
we might add. Dyer reports “Infocom people [...] joke[d] about the idea
of a romance series; somehow the moves don’t seem appropriate to a
computer keyboard”; Briggs’s Plundered Hearts, the sole Infocom work
authored by a woman, was the exception to prove them wrong.

Thirdly, amenability to organic puzzles can be aided when the
interactor and characters in the work share parallels in their knowledge
acquisition; Myers cites Callact’s Dangerous Curves (2000) as an example.
The most extreme situation, the clichéd IF amnesia opening, is “nearly
identical to the premise upon which so many detective stories and film
noirs open” (Arnold, reviewing Gumshoe (Oliphant, 1996), in which we
have both). If this, together with the found puzzles, makes the mystery
suited to IF in principle, then the difficulty lies in the execution. Deadline
has its share of bugs (Aarseth 115-27; Cree) and Infocom’s subsequent
Suspect (Lebling, 1984) was harrowing to test (Lebling). “[TThe mystery
genre demands extremely rigorous testing” (Rees, Undertow).

All three points come together in the horror genre, such as in
Finley’s dark Babe/ (1997), a deeply suspense-filled work. Although, like
romances, there is emotion to convey, in a work of horror it can be done
through living and showing: foreboding in the world, terror from
shadows glimpsed; organic puzzles (“how do I escape the cellar?”) can
arise from story and world; and the PC’s realization of the nature of
things can mirror the interactor’s own. But horror, more so than
speculative fiction, relies on proper pacing, which by nature is harder to
ensure in the IF medium. Perhaps this offers an explanation for the
reliance in IF horror on building suspense through the modeled world.
Lovecraftian Anchorhead (Gentry, 1998) excels here; like Babel, its puzzles
are organic and woven into the plot. Author Gentry analyzes the genre
in detail in “The Parser at the Threshold: Lovecraftian Horror in
Interactive Fiction” (Theory).

Bring on the Jester

Rothstein goes on to note that Infocom “tempers [their works] with
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irreverent wit.” The tradition of humor in IF, like the commercial boom
in the medium in the early ’80s, extended beyond Infocom (though the
witty narrator responses in Zork and descendants were unconsciously
later echoed in Nelson’s Inform library). Besides speculative fiction and
alongside “Adaptation,” “Humor” is the next largest category on “Baf’s
Guide.” The works can be divided into three groups: satire and parody,
such as the many Zork pastiches; jokes, such as Puk Up the Phone Booth
and Aisle (Bauge et al., 2001); and mainstream comedy. Like Fine-Tuned
(Jerz, 2001), the latter will come under some other genre as well:
Infocom’s two most famous, The Hitchhiker’s Guide to the Galaxy (Adams
and Meretzky, 1984) and Leather Goddesses of Phobos (Meretzky, 1980), are
science fiction and spoof 1930s space opera respectively.

As in worlds where he can dictate the logic, so the author has
increased freedom if he is allowed to exaggerate and parody—even to
break mimesis. He enjoys the “bulletproof bracelets of satire and
ridicule” (O’Brian, Frenetic). This said, humor for its own sake is a fine
thing. Moriarty’s Wishbringer (Infocom, 1985), for example, tempers
horror with comedy to yield a well-judged work.

Humor, moreover, can soften the edge of puzzles that block the
interactor’s progress through a work: “If a game is funny even while I'm
banging my head against the wall, I'll keep playing. If not, ’'m probably
gone” (Cadre, qtd. in deMause; see also Coleman). A case in point is
Fish! (Molloy et al., Magnetic Scrolls, 1988), a parody of a British secret
agent. Fish! is a delight to interact with, despite fiendish puzzles. Nelson
observes that it is no coincidence that sarcastic narrator responses “are
often jibes at the player’s progress” (DM4 373). Sufficient wit can even
—almost—compensate for a poor implementation, as in the notorious
early revisions of Fine-Tuned.

Adaptations and Literary Works

From the earliest days of interactive fiction, other works—static fiction,
poetry, film, and (in due course) IF—have given inspiration. The
Dungeons and Dragons role-playing game influenced Crowther (Peterson
187-88), while Woods recalls in an interview, “I had read Tolkien, but I
didn’t consciously use it as a model for anything”.® Tolkien’s powerful

6 He continued, “Even the description of the volcano, which some writers have
claimed was modeled after Mount Doom, was written with no particular vision in
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myth undoubtedly inspired much early IF, directly as well as indirectly.
Nelson records that the first IF book adaptation was Lord (Paavola,
c.1980) (DM4 347); Melbourne House produced faithful adaptations of
both The Hobbit and The Lord of the Rings.

Science fiction too soon became a source, and in due course book
adaptations were undertaken (Dewey; Nelson DM4 351; Randall), the
most famous and assuredly most successful being The Hitchhiker's Guide
to the Galaxy, written in conjunction with Douglas Adams. Interestingly,
here is Adams’s co-author Meretzky:

My criteria [for a successful adaptation] would be things where the
book(s) or movie(s) creates a rich universe with lots of possibilities
for stories that aren’t necessarily the one told in the original book or
movie. For example, I think that’s why Hizehhiker’s was such a
successful game, and why it got better further in the game, when we
diverged more from the scenes of the original story line.

While some professional writers like Adams have dabbled in IF
(DM4 352-5), straight book adaptations are difficult. Besides the issues
of copyright and linearity, a novel is simply too long (DM4 366-7;
Randall 186). Instead, borrowing the world, as Meretzky suggests, has
been more fruitful: Nelson, for example, acknowledges (367) his close
and literary adaption of Shakespeare’s The Tempest (1997) is infetior to
Awvon (Partington, Topologika, 1982), a successful “confection” that takes
puzzles from many of Shakespeare’s plays. Similarly, works that have set
their story in the world of Sherlock Holmes or Alice in Wonderland have
fared better than those that have sought to adapt the story outright.

Cult fiction accounts for a good chunk of the “Adaptation” category
on “Baf’s Guide.” Tolkien adaptations and the ilk aside, Stevens regards
literary adaptation as an underpopulated IF genre (Nevermore). If setting
and possibilities rather than plot are sought, then poetry can be as
suitable as novel or film: Cull freely took inspiration from Poe’s “The
Raven” for Nevermore (2000). Even nursery thymes can be adapted, as
Callaci demonstrated with Mozher Loose (1998);” and arcade games too: [F
Arcade (Cadre et al., 2001). Do we foresee Street Fighter: The Interactive
Excperience?

If the main route by which literary works come to the IF medium is
as inspiration or adaptation, then literature also comes to IF by a second,

mind.”
7 And fairy tales, as the works of Short attest.
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more original means. Published author Michael Berlyn brought a literary
edge to the medium (with others, be it said) when he joined Infocom,
not just in his works—Infide/ (Betlyn and Fogleman, Infocom, 1983):
“consciously literary ends,” “clearly a plotted novel” (Nelson DM4 355)
—but in opening the way for moral and rhetorical questions and studied
allusion and allegory. Hence the weighty themes and chosen quotations
in Trinity, and the evocative symbolism of So Far (Plotkin, 1996); Randall
considers literary IF works and concludes that “interactive fiction allows
the reader to partake, first-hand, of a new literary world, and the
unfolding of that world is continuous, even if the plot is not” (190).

Diminishing Genre

Simmering beneath our discussion, like rumors of Nero fiddling, is a
question distilled by Nelson: “Today’s designers are not always so
definite in keying a game to an established genre of fiction [as those prior
to the IF renaissance]” (DM4 354); the trend is “of shorter stories
moving away from genres” (342). True enough, early authors,
particularly Scott Adams, deliberately explored well-defined genres,
whereas later IF authors—with established confidence in the medium—
inclined towards stronger narratives, able to stand without supporting
themselves with an explicit genre (Photopia, Cadre, 1998), and towards
exploring the boundaries and expectations of the medium (Spider and
Web). Both are trends of maturity.*

Nevertheless, Nelson continues, “the first decisions remain to
choose the style, the mood, [...] and above all the fictional world of
which the story itself will remain only a part” (DM4 354). Therefore, just
as we have considered a broader definition of puzzle than Montfort’s, we
do well to include setting and milieu in our broader discussion of genre.
Not all works of static fiction fall into a tidy “genre fiction” category; nor
will all works of interactive fiction. Douglas and Hargadon suggest the
attractions of genre and “non-genre” fiction divide between
“immersion” (in a familiar world) and “engagement” (with literary
works); whether consciously adopting a genre or not, interactive fiction
can span both. Further, classification into genres has value even for

8 A further indicator of the maturing of the IF craft are works that uniquely leverage
the medium, such as the elevated Galatea (Short, 2000), a work entirely concerned
with conversational interaction with a single NPC.



The Success of Genre in Interactive Fiction 123

literary works with subtle milieus, as we see in static fiction with cases
like Neal Stephenson’s Cryptonomicon.’

Take Plotkin’s Hunter, in Darkness (1998), which won XYZZY
Awards for Best Setting and Best Individual Puzzle. It appears to be a
hackneyed cave crawl, complete with maze—a genre exhausted ten years
prior. But “the cave is as much your adversary [as the prey]” (in the
tradition of Crowther, using the environment as an organic puzzle); the
maze requires no mapping (a good thing, since it is infinite); and “the
plot branches and rejoins so seamlessly that you’re unlikely to notice that
there are multiple ways through the game” (Stevens, Hunter). Plotkin
subverts the genre assumptions and exploits the medium, and so
“breathes new life into a very tired genre, no small feat.”

Michael Kinyon, a seasoned interactor with IF, picks up this theme,
preferring works that make a “genuine attempt to push the limits of a
genre for aesthetic effect” (qtd. in Forman). Likewise, Stevens identifies
the genre “bait-and-switch,” encountered for instance in Trinity and Once
and Future (G. Kevin Wilson, Cascade Mountain Publishing, 1998)
(Break-In). The genre twist is a descendant perhaps of the reality-to-
fantasy transition of Adventure (1976) and Zork and many works since,
including Curses! (Nelson, 1994) and The Mulldoon L egacy (Ingold, 1999).

Some genres have been overdone, to be sure: the cave crawl, stock
fantasy, collegiate and apartment settings (the latter two often in order to
render the authot’s environment in the modeled world; the result often
drives home Baggett’s point that much of real life is not fun). But other
genres, some strongly suited to IF according to our discussion so far,
have been neglected: historical and pseudo-historical settings, those from
specific cultural traditions, literary adaptations, the thriller and the
western, cyberpunk and super-hero milieus.

The last, the super-hero, comic-book genre, is a dynamic example.
The author can yield to the urge to make the PC an action hero; the
super-hero powers and escapades give rise readily to organic puzzles; the
comic-book circumstances provide authorial freedom; the potential for
comedy (or satire) is inherent. Here, concurring, is O’Brian, who would
go on to write Earth and Sky (2001): “if it’s a great power fantasy to
watch some comicbook character shoot fire out of his hands, how much
greater to actually play the character that does it! ” (Frenetic). Genre, in

9 It follows that we contend against Montfort when he writes “[classification] does
have just about nothing to do with the craft of IF” (Classification): the evidence
presented in this essay suggests just the opposite.
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the broad sense, has as big an impact on IF as it ever has done.

Conclusion

When crafting interactive fiction, the genre is crucial. It influences how
amenable the narrative will be to the medium, how easily organic puzzles
will arise, and how much freedom the author will enjoy. “If the chosen
genre [and milieu] isn’t fresh and relatively new, then the game had better
be very good. It’s a fateful decision: the only irreversible one” (Nelson,
Craft par4). We have examined some outstanding examples across
different genres, seeing commonality in puzzles integrated into both
setting and plot.

Some genres are more popular than others. We have looked at why
fantasy and science fiction are so frequent choices and highlighted other
genres crying out for more attention. As it has matured, IF has given rise
to genres distinctively its own (TableSaw identifies “Zarfian” works);
some, like word-play—INord and Bert Conldn’t Make Head or Tail of It (Jeff
O’Neill, Infocom, 1987), Ad Verbum (Montfort, 2000)—and
conversational IF, would struggle in another medium. Indeed, the genre
is still going strong.
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Parser at the Threshold

Lovecraftian Horror in Interactive Fiction
Michael Gentry

“I must be very deliberate now, and choose my words.”
—H. P. Lovecraft, “The Rats in the Walls”

Horror is a wide-open field, not so much a genre in its own right as an
atmosphere that can be applied to nearly any imaginable setting; there is
as much horror to be found in the suburban streets of David
Cornelson’s Cattus Attrox (1998) as in the antiseptic laboratories of Ian
Finley’s Babel (1997), or in the antebellum backwoods of Adam Cadre’s
Shrapnel (2000). It’s a challenge, sometimes, to even know where to begin.

The stories of H. P. Lovecraft occupy a peculiar place in this field.
Although the classic tropes of the Lovecraftian tale may also be applied
across many kinds of settings, it is nevertheless a highly specific and
distinct subgenre. Its trappings and descriptive cues—the crumbling
tomes, the ancient blasphemies, the awful, bubbling divinities outside the
boundaries of our universe—these set the story apart from more
conventional flavors of horror, giving it an immediate context and
making it recognizable to any reader who is even casually acquainted
with the source literature. This sense of familiarity makes it a
comfortable entry point for writers and game designers hoping to craft
their own stories in Lovecraft’s image.

However, like any variety of genre fiction, Lovecraftian horror is easy
to do and somewhat more difficult to do well. One can too easily get so
lost in the trappings as to forget what makes Lovecraft’s stories so
distinct and compelling—to lose sight of the forest, as it were, amongst
all the tentacles.

To pose just one example: Lovecraft’s stories are not particularly
scary. It’s true. It is something of an open secret amongst fans of the
literature; they are loath to admit it, but most will if pressed. Oh, it’s
true, “Cool Air” is undeniably creepy; “The Rats in the Walls” delivers a
bit of a shock at the end; ““The Shadow Over Innsmouth” has wonderful
suspense worthy of any action film . . . but the stories aren’t frightening,
not in a visceral way, not in that way that makes you turn suddenly in
your chair, shiver, and check down the darkened stairs before trepidly
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returning to the computer keyboard to enter your next move. And no
amount of blasphemous horrors from beyond the universe will ever
make them so. The monsters of the Lovecraftian world are often, by the
authot’s own admission, indescribable. Its horrors are unnamable. How
can the reader be frightened by something that, he is flatly told, is
beyond his every experience?

What sets Lovecraft apart from almost all other subgenres of horror
is that his stories are not really about fear. They are about revelation. They
are about piecing together an Awful Truth. Piecing that truth together,
and possessing that truth once assembled, is not necessarily meant to be
scary. It is merely meant to be, in a word, horrible.

From this perspective, Lovecraftian horror can be ideally suited to
the genre of interactive fiction, because the player of the game and the
protagonist in the game mirror each other in their goals. Both are
presented with a hidden story that is gradually revealed, puzzle by puzzle,
to the enterprising seeker. Both sift through fragments of text until the
final narrative is laid bare. Hopefully, only one will have cause to regret it
when the search is finally over.

The essence of this sort of tale is not whether the story takes place
in the modern day, or in New England in the 1920s, or in the slums of
Victorian London. It is not whether the terrible monsters are batrachian,
or squamous, or merely rugose. The essence is in how the story is
structured. Although there are many variations on the theme, the
“classic” Lovecraftian situation can be broken down like so: A lone
investigator arrives at an abandoned place, delves into written lore, and
pieces together the Awful Truth. We’ll examine each of these elements in
turn and discuss how it can be applied to game design.

>

“There was no one in the soaking street, and in all the world there

was no one I dared tell.”
—H. P. Lovecraft, “The Shunned House”

Lone investigators are the easy part: nearly the entire corpus of IF
revolves around the model of protagonists wandering off by themselves
and fiddling with things. Here, at least, is a literary precedent.

Your protagonist should not be a nameless cipher. Horror is about
terrible things happening to people, so give the player a person she can
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care about. Don’t be afraid to supply the character’s motivations and
even, to a certain extent, the character’s thoughts and feelings in
response to events in the game. Although it is the player who will be
guiding the protagonist’s footsteps and making all the important
decisions, a clear motivation helps to put the game in a context that the
player can immediately relate to.

Ideally the explorer should have some personal stake in the
investigation. These sorts of journeys are not pleasant, and the merely
idly curious will beat a hasty retreat as soon as things begin to get
wriggly. The protagonist—and by extension the player—should want not
to get out, but to go deeper. For example, in Anchorhead (Michael Gentry,
1998) (as well as in many of Lovecraft’s stories), the motivator is family.
The heroine has every reason to press on in the face of danger when the
life and sanity of her husband is at stake. It needn’t be that intimate,
however. An archaeologist performing research vital to his career, a
detective trying to find a missing girl, a safety inspector investigating a
decrepit tenement—all of these people would have an abiding reason to
see the job done.

And in many cases, all you have to do is get them to take the first few
steps—and then let the door swing shut and lock behind them.

>

“. .. that cavernous, acon-dead honeycomb of primal masonry; that
monstrous lait of elder secrets which now echoed for the first time,
after uncounted epochs, to the tread of human feet.”

—H. P. Lovecraft, “At the Mountains of Madness”

Since non-player characters are one of the most difficult elements in an
IF game to craft well, it is convenient that Lovecraftian settings typically
have so few of them.

Every abandoned place is an archaeological dig (including, obviously,
an abandoned archaeological dig). Ghost towns, condemned asylums,
ancestral estates—they have their histories. People once lived there, and
once did things there, and evidence of this should be apparent in the
room descriptions and the objects that you place. A decaying theater is
more than just dusty furniture and broken glass: it is a yellowed program
stuffed between two seats, a dried-out makeup kit in the dressing room,
notes scribbled in the margins of a crumbling script book. Let the place
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itself tell something of the people who used to inhabit it.

The exploratory phase of your game is important. Avoid a sense of
urgency. Lovecraft wrote leisurely stories; the evil is always something
that occurred in the past, and now lies dormant and deeply buried.
Perhaps the player will awaken it once more, inadvertently (but, of
course, inevitably), but give her time to explore first. Limit your puzzles,
if you choose to employ any, to “passive” types—variations on the
locked door, inaccessible areas of the map. Allow the atmosphere to sink
in. Let the player get a sense of the space she is now in, and let the
implications gradually become apparent: that this empty place once
housed people, and now;, for some reason, the people are all gone.

>

“The glimpse, like all dread glimpses of truth, flashed out from an
accidental piecing together of separated things—in this case an old
newspaper item and the notes of a dead professor.”

—H. P. Lovecraft, “The Call of Cthulhu”

Someone always writes it down. The written record is the protagonist’s
primary link to what is really going on, and it is the most important
segment of the Lovecraftian quest. Diaries, letters, police reports,
newspaper clippings, carved hieroglyphs (which must be translated, of
course), patient files, genealogical records, even the spoken testimony of
a broken old man who knows too much—all pieces of a puzzle told in
words. Here is where the actual player and the fictional protagonist are in
perfect synchronicity: the goal of both is to unlock as much text as
possible.

Whatever you do, don’t dump the entire backstory on the player all at
once. Make him work for it. Scramble it, scatter it, reveal it in fragments
and in the wrong order. Locating and collating all the pieces is the
MacGuffin that drives your puzzles through this part of the game; every
torn page is a treasure, and the protagonist’s notebook is the trophy case.
Some pages may be in code. Some pages may be incomprehensible
without reference to other pages. Some pages may contain clues to the
whereabouts of other pages. All of them will be hard-won.

This is the story of your game, the story of what happened before,
so embellish it. Make it grandiose and complex. Use several different
sources of information to introduce a variety of conflicting perspectives.
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Don’t simply confirm what the player must have already guessed. As the
fragmentary accounts slowly begin to resolve into a complete history,
details of the setting will attain new significance. The barber chair with
leather straps up in the attic is unsettling in its own right when first
discovered—when the protagonist reads the diary entries that explain
why it is there, it should be all the more menacing;

>

“The most merciful thing in the world, I think, is the inability of the
human mind to correlate all its contents.”
—H. P. Lovecraft, “The Call of Cthulhu”

There will come a time when the player has collected all the pages, read
all the history, made all the necessary connections. There is a point when
the final, Awful Truth of the situation will be made clear. This is the end
game, the climax of your story. This is the moment when history catches
up with the present, when everything the protagonist has learned comes
to bear on where she is right now—when she realizes that the giant has
been slumbering beneath her feet this whole time, and now it is about to
awaken.

Here is where you want to instill urgency. Time-sensitive puzzles and
life-or-death decisions have their place in this segment of the game.
Even Lovecraft himself was not above adding the occasional action
sequence; a flight across rooftops with torch-bearing cultists swarming
the streets below would not be at all out of genre. However, avoid
making these sorts of puzzles overly difficult or finicky about precise
verbiage. Nothing dispels the suspense more effectively than having to
replay the most gripping scene in the game ten times because you can’t
figure out how to get out of the handcuffs. (Wisdom I dearly wish I'd
had when I wrote Anchorhead.)) Throw obstacles in the player’s path,
certainly, but make the solutions obvious, so she can move past them
quickly and get on with her breathless flight.

Resist the temptation to overdescribe. Although strict faithfulness to
Lovecraft’s style sometimes requires that the climax be a /labored
restatement of the obvious, written entirely in horrified italics, the truth is that
overblown, detail-laden descriptions of slimy, bubbling nastiness tend to
leave readers more bemused than fearful. The art of suggestion by
concealment is nowhere more important. Remember that the Awful
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Truth cannot truly be described, only implied.

The Awful Truth is not how gross and slimy the monster is, but what
the very existence of that monster implies. There runs through much of
Lovecraft’s work a theme of cosmic nihilism—the sense that the
universe is so vast and impersonal, and humankind’s place in it so
insignificant, that to confront living, breathing proof of it is to go mad.
In Anchorbead, that the earth was nearly devoured by a giant squid-god is
terrible; that, to the squid-god, our earth is merely a single crumb
amongst many, a morsel hardly worthy of attention except for the tiny
noise made by a handful of cultists—#hat is the Awful Truth.

Consider how, or if, you wish to reflect this in the ending of your
game. The “winning” move in a Lovecraftian story may well be to go
mad, or die, or go mad and die. Perhaps the protagonist escapes without
stopping the evil, knowing that it can never be stopped, only hidden.
Perhaps the protagonist’s reward is to be forever burdened with the
responsibility of hiding it from others. In any case, that last message,

¥k You have won *+*

should always be read with a hefty grain of salt, if it is to be read at all.

>

“Who knows the end? What has risen may sink, and what has sunk
may rise.”
—H. P. Lovecraft, “The Call of Cthulhu”

I have attempted to break out what I consider the most basic elements
of the “classic,” or archetypal, Lovecraftian story, to show how they
might be implemented in interactive fiction. As I said at the beginning,
there is always room for variations on the theme. There are many, many
ways to do Lovecraft, and any or all of these elements can be twisted,
altered, or rearranged to suit your own personal vision of cosmic
nihilism. Good luck.



Distinguishing Between Game
Design and Analysis: One View

Gareth Rees

Introduction

I wrote this essay in response to “Game Design at the Drawing Board”
by Christopher Forman (XYZZYnews #4). When I read that essay, I felt
that it didn’t really correspond well with the way I work on adventure
games. For me, maps, puzzle graphs, walkthroughs, and scoring tables
are all tools of game analysis, not game design. Design, in the creative
sense, lies elsewhere.

I will attempt to outline a set of concepts that can be used to
describe the design of a game and also to assist the generation of ideas.
These concepts describe my own thought processes while I wrote my
game Christminster. The design proceeded on four levels:

Level One: Plot

At the top is the game’s plot. The plot is the set of elements of the game
that might be used to make a story: what the background is, what
happened before the game started, who the characters are, the major
events that form the course of the story, and how the story will end. The
plot is a map that shows how the characters interact and change as they
go from the beginning of the story to the end (or ends, if the plot is
branching).

Level Two: Scenes

A plot is too constraining to implement directly as an adventure game
and still end up with a satisfying result. In a conventional work of
fiction, the freedom of the viewpoint character is never an issue: the
author can, without much difficulty, move all the characters through
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their various interactions and emotional states until they reach the end.
In an interactive work, this is much more tricky to do. What is necessary
is to divide the elements and events of the plot into their smallest
constituent parts, and so arrive at a set of atoms that may be
reconstructed by the player into a decent plot. In Christminster, 1 identified a
set of key scenes, each of which was an event or experience that affected
the player character, and moved the story forward toward the conclusion,
and yet could plausibly be implemented as a section of an adventure
game.

A scene is a single dramatic event that typically brings together
several components: interaction between the player character and other
characters in the game, a strong effect on the player character, and
preferably a strong effect on the reader herself.

It’s probably easiest to explain what I mean by giving examples from
Christminster. 1 needed to introduce Jarboe and Bungay as characters, and
I needed to make it clear that they were the villains of the game. I also
wanted the reader, playing Christabel, a woman in a milieu dominated by
men, to feel scared and intimidated by the two men. Out of these goals
arose the scene in which Christabel is trapped in Malcolm’s bedroom and
forced to endure a succession of insults and threats. Another example is
that I wanted to establish Wilderspin as a friend of Christabel’s. I've also
always liked the (admittedly rather cheap) dramatic effect of being
plunged into darkness underground by the closing of a secret door.
These two goals came together in the scene in the darkness of the secret
passage in which Wilderspin relates a crucial piece of information as part
of a story about Isis and Osiris.

These two scenes were carefully scripted: I began by writing them
down on paper in the form of a game transcript; neither was changed
much when I came to implement them. I went to some trouble in the
secret passage scene to avoid unnecessary complications. Christabel
drops all her possessions as she trips over the step on her way
into the passage so that (hopefully) the reader won’t be distracted by
thinking, “Which of my possessions do I need to use to get out of
here?”

A scene doesn’t have to map directly to a sequence in the game.
Another effect I wanted to achieve was for the reader to experience a
sense of wonder at the myriad glimpses of the history of the college and
to feel a sense of achievement at the success of her researches (Curses
had these effects on me, and I wanted to return the favor if I could).
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There’s no one sequence in the game that represents this, but instead it’s
a cumulative effect.

Level Three: Puzzles

The third level of design is that of puzzles. A few puzzles in a game will
be integral parts of the plot, thought up at the earliest stages. Most
puzzles, however, aren’t part of the plot but are instead added on later
for a variety of reasons. The most important reason for the existence of
puzzles in a game is to force the reader to experience the scenes. It
would be a waste of all that careful planning if the reader could go from
the start to the finish directly, without experiencing any emotional
development and character interaction! One way to do this is to have
puzzles that require for their solution that the player has experienced the
relevant scene or scenes. Another way is to have puzzles that are an
inducement to sit still while a scene is taking place. For example, in
Christminster, the puzzle in which Christabel must escape from the secret
passage is there to make the reader stay around and listen to Wilderspin
(not vice versa, as the naive reader might expect!). The various puzzles
that take place during the dinner scene are an inducement to stay there
and listen to the conversation, without feeling that the game is too
boring and linear (which it otherwise would be).

Since puzzles aren’t the main point of the game, I think their exact
nature doesn’t really matter. However, to act as good inducements to
take part in the scenes, the puzzles should arise integrally from the milieu
of the game and be intriguing and challenging. In an ideal world every
puzzle would have a very satisfying and elegant solution, but alas, this is
very difficult to arrange.

A few puzzles are left over and are just there for the sake of having
interesting puzzles to solve, or to demonstrate the cleverness of the
programming, or to impede the progress of the reader so that she
doesn’t reach the end without savoring the middle.

Level Four: Code and Text

Having planned a scene and possibly written a transcript of how it
should look, and having designed a puzzle or two to go along with it,
there’s a lot of programming to do. My intuition here is that the first
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thing to do before writing anything to do with plot or puzzles is to set up
the basic definitions of the objects involved. For each object whose
existence is implied by these plans, I try to think about it as a player:
what kind of interactions can I attempt with this object? It can be
helpful during this process to have a list of verbs by your side and to
consider each verb against each object. Only when I have the basic
definition do I add the code to make it a part of the puzzle. I think it’s
easier to work this way round, starting with the object as part of the
simulated world and progressing to its role in the story, than to code the
puzzle first and add the boring behavior afterwards (I find there’s always
a temptation to skimp on the boring behavior if I do that).

Putting the Levels Together

Typically development takes place on all four levels at the same time. A
vague idea of the overall structure of a game is necessary to get started,
but very little (I started work on Christminsters initial puzzle when I still
thought that the game would involve the college having been taken over
by elves and a mountain range in the gardens).

The author needs to be a bit farther ahead on each level than on the
level below, but not necessarily very far. When I was writing the code in
Christminster for First Court, I had a good idea of what scenes would take
place in Second Court but only a vague idea about dinner and the
endgame. Sometimes an aspect of the game will prove tricky to pin
down; the only thing to do is leave it and come back later (for example, I
completed the gardens long before I thought of a good way to turn
getting into the gardens into a puzzle).

Obviously each level affects all the others; if a scene is too difficult
to be coded up (for example, if I wanted a scene in which the player
persuades the abbot to take a vow of poverty by force of theological
argument) then there is nothing for it but to go back and rethink the
plot. If you have a great idea for a scene but simply can’t think of a
puzzle to motivate it, or a great idea for a puzzle but can’t think of a way
to connect it to the plot, then you had better put your great idea aside
rather than try to squeeze the rest of the game out of shape. After all,
this feature can always appear in your next game.
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Tools for Analysis

The standard tools of adventure development (maps, puzzle graphs,
walkthroughs, and scoring) are useful tools to check that silly mistakes
haven’t been made. I didn’t find them of any help in the creative process,
though.

Maps are important for checking the realism of the landscape
(making sure that rivers don’t change direction or run uphill, that
buildings have realistic shapes and sizes, that the topography is
geologically plausible), for checking that the player character has enough
freedom of action, and for checking that the map steers a balance
between being too grid-like and being too maze-like.

A puzzle graph (that is, a directed acyclic graph showing which
puzzles must be solved before which other puzzles) is a good way to
understand the game’s constraints on the order of the player’s action, to
check that the game is solvable, to make sure that the game steers the
right balance between being too linear and being too wide, and to check
that there are enough optional puzzles and alternate solutions.

Walkthroughs and transcripts are most useful in the debugging
process. A walkthrough makes it easy to check that a game is solvable
and that old puzzles are not broken by the coding of new ones (this is
especially important if there are timing constraints or other complex
interactions between puzzles). A transcript makes it possible to check
exactly what effect changes have on the course of a game. When I was
debugging Christminster, 1 had a walkthrough that exercised all the puzzles
and many of the game’s interesting responses, and I kept a transcript of
the game produced by capturing the output of the walkthrough. After
making a batch of changes to the code, I ran the walkthrough again to
produce a new transcript, and used the diff program to examine the
differences between the old and new transcripts. In this way, I caught
many, many bugs that would otherwise have been introduced during
play-testing,

Scoring is for the player’s benefit, not the author’s, and is best added
as late as possible in the development process (otherwise you’ll end up
spending lots of time fiddling with points here and there to make it add
up, and risk breaking the scoring system as you alter the code for objects
and change the assumptions under which the scoring system worked). If
you have a reasonably sophisticated hint system, it’s probably useful to
link the scoring with the hints, because otherwise you’ll end up
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duplicating code since whenever the player solves a puzzle you have to
both update the score and update the list of available hints.

Conclusion

This is a useful approach to the design and analysis of an adventure
game. I certainly don’t claim that this is the full story, or that everyone
works in the same way. Each author goes about the creative process
differently, and the same author may work in radically different ways on
two games, or on two parts of the same game. Not everyone will want to
work in this way; all I can say is that the process helped me to organize
my ideas when writing Christminster.

If you will permit a modicum of speculation, I think that some of
the ideas in this article may be useful when writing games that don’t have
a pre-determined plot (in the linear or branching sense) but instead try to
assemble one dynamically from “plot fragments” or using a “plot
calculus”” Such a game will be designed as a collection of scenes
embodying particular interactions or experiences, which can be invoked
according to the needs of the developing plot to produce a satisfying
story. Each scene will come with a set of parameters describing the
change of state that it causes (in terms of the characters’ emotions,
beliefs, and so on, as well as the state of the world), and given a suitable
collection of such scenes, the plot generator can select the scene that has
the most desirable effect on the parameters of a game.



Natural Language,
Semantic Analysis, and
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Graham Nelson
St Anne’s College, Oxford

[10 April 2005; revised 10 April 20067

This is an account of theoretical issues that came out, almost unbidden,
from a practical test of the following hypothesis: that zhe natural language
in which to write interactive fiction is natural language. 1F is a form of creative
writing impossible before the development of computing, but whose 30-
year history has seen a flourishing of experimentation if not mainstream
acceptance (except in an early commercial phase): the author creates an
imaginary textual world that can actively be explored by a “reader,” or
“player,” directing the actions of a protagonist. Such works have hitherto
been created as if computer programs, using specially adapted
programming languages (see for instance Nelson (2001)), but the Inform
7 project aims to replace such syntax with natural language: specifically, a
subset of English. This change proved far more radical than had initially
been expected, and it became clear that semantic analysis and related
branches of linguistics were of great relevance to practical issues of how
design systems for IF should work.

The Inform 7 project began in 2002 as an experimental higher-level
layer on top of the existing Inform system for designing IF, now in use
since 1993. At time of writing, an application for Mac OS X and
Windows is just about to be published as a public beta.

This paper is divided into two. Part 1, “Naturality in Practice,”
describes and explores the motivation for the three conceptually new
aspects of Inform 7: the user interface (§1a), the shift to natural language
(§1b), and the adoption of rule-oriented rather than object-oriented

*  This paper was written as a contribution to the forthcoming IF Theory book, and though an

interim report it is also a manifesto that remains a fair statement of the project’s ideology.
The footnotes were added later in 2005, and the material then reorganized and redrafted in
April 20006.
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semantics that guided the Inform project, discussing in turn conceptual
semantics (§2a), predicate logic (§2b), and model theory (§2c). The
general slogan here is that the writing of IF is a form of narration; that a
system for writing IF can be judged by the range of meaning it narrates;
and that semantic analysis, the branch of linguistics concerned both with
narrow and broad questions of meaning, is therefore of central
importance to theories of IF.

In Part 1, T argue that the three major shifts described are all moves
toward a more natural kind of writing. “Writing” is an ambiguous term:
it might equally well mean a set of markings on paper, the activity of
putting words together, or the prose that results: and for the same reason
we must be precise in what we mean by “programming IF” and in what
we are claiming about it. First I suggest that the activity of programming
IF is a form of dialogue between programmer and computer to reach a
state with which both are content, and that it is not unlike the activity of
playing IF, also a continuing dialogue in which the computer rejects
much of what the user tries. Secondly, the place where this activity goes
on is not conceptually a single page of typing paper, as would be offered
by a word-processor, but is more like a book of translations presented in
parallel text: with facing pages, one written by the programmer and one
by the computer. Thirdly, the program that results from all this activity
(the “source text”) is a description of an imaginary situation that extends
through time—a story, in fact. The central idea of Part 1 is that a
“natural” system for IF is one in which all three of these comparisons
are tautologies: that the activity is explicitly a dialogue, that the user
interface looks and behaves like a book with facing pages, and that the
source text reads like a narrative.

In Part 2, I argue that the formal study of what is conceptually
natural—that is to say, of semantics in the broadest sense used in
linguistics—is a useful perspective on questions of how IFF design
systems should work. Natural languages make story-tellers of us all, and
are well-adapted to the description of situation and event. Semantic
analysis may be able to tell us what concepts and structures within
natural language give it such facility in story-telling: looking for the
presence or absence of these features in programs for writing IF may
provide an insight into why certain kinds of IF are written but not
others. Comparison with the literature of semantics may also help to
question unconscious assumptions built in to systems for IF: for
instance, are containers as important as we seem to think? Do we really
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perceive the world in terms of objects that inherit properties from
classes, or is that a conceit of computer programming? What should be
part of the core functionality of a system for IF, and what can be
relegated to third-party extensions, or left for writers to sort out for
themselves? How shall we judge such questions of what matters most?

I wish to acknowledge, and those four words are woefully
inadequate, the help I have received with the Inform 7 project from
people who have at various stages contributed to its ideas fully as much
as their practical expression: and especially Emily Short, Andrew Plotkin,
Sonja Kesserich, Andrew Hunter, and David Kinder. Tendentious
opinions here are my own, but I could not have formed any opinion
without the last three years of discussion and collaborative effort, and I
particularly wish to thank all those who have read and commented on
drafts of this paper.

Part 1. Naturality in Practice

8J1a. A Humanizing Interface

Early builds of Inform 7 coincided with the 20th anniversary of the
Apple Macintosh user interface (1984). I had begun the project by
collecting together notes into a self-styled Book of Inform, my version of
the Book of Macintosh collated around 1982 by Jef Raskin (1943-2005): a
mixture of the practical and impractical, and a description rather than a
blueprint, and which was free to look nothing like the final product. The
Macintosh team drew inspiration from the iconography and shape of
road-signs, the function of the bicycle, the office environment, and the
industrial design of cars: the aim was to make a computer a domestic
appliance as natural as, say, a kettle (see for instance the recent memoir
Hertzfeld (2004)). Similarly, the Book of Inform aimed to describe a
radically humanizing interface for the writing of interactive fiction (IF).
My earlier program, Inform 6, had been a computer programmer’s tool
that aimed to be welcoming to creative writers: this aspired to be the
other way around, and its guiding metaphor would be that of the
interactive book. In 2003 I had the great good fortune to recruit Andrew
Hunter, author of the best-interfaced IF interpreter for Mac OS X
(“Zoom”), to the project: the reference implementation of the interface
is entirely his work. David Kinder then took on the coding of the
corresponding Windows interface, which was no small feat since
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essentially none of Andrew’s code could be used there, and the entire
system had to be written afresh.

To deal first with what was being abolished, the Book of Inform tried
to remove the computer’s filing system from the picture. Setting up a
new Inform 6 project, and installing Inform 06, is a nuisance: it means
creating a directory, working out commands to compile source into a
story file, then to play it, run scripts through it, and so forth. This is
discouraging the first time, tedious subsequently. The shortest legal
Inform 6 source—the equivalent of that prototypical program, “hello
world”—involves three references to filenames and is complicated
enough that the books on Inform 6 suggest that newcomers copy it out
blindly. By contrast, Inform 7 projects are automatically managed and
look like single objects on the host computer. The shortest legal source
reads: “Home is a room.” Reference to other people’s code—any
modern system for IF must recognize the highly collaborative nature of
IF design today—is made by the name of what is being included, and
whom it is by. Thus the source might read, early on:

Include the Automatic Door Rules by Emily Short.

rather as a book might be prefaced by a list of acknowledgments (and
indeed Inform uses it to place just such a list in the compiled game). No
filenames appear, nor any platform-specific references.

A project is a single book, not a docket of intermediate states in
disparate formats and with cryptic names. But if it were one long endless
stream of prose, it would quickly become disorganized (as eatly testing
made abundantly clear). Most computer programs of any size are
internally organized by being divided up into separate source files by
function, but this seemed wrong for Inform because it took us back to
filing systems. A partial solution came from “literate programming,”’
Donald Knuth’s scheme for interleaving code and commentary (and
indeed parts of the Inform program itself use Knuth’s CWEB system:
Knuth and Levy (1994)). Though Knuth’s writings on programming
stylistics, conveniently gathered in Knuth (1992), contain little systematic
thought and are essentially rooted in the debates of what is now a
bygone age (structured programming: grail or poisoned chalice?), they
are nevertheless well worth reading.' His essential remedy was to

1 The day after writing this somewhat slighting remark about Professor Knuth, I was
introduced to him, and he really couldn’t have been a nicer guy. It has to be said that
CWEB today is a mess, just the same.
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reconcile program with book by promoting a form of program easy to
typeset, so that it would always have a dual existence: a human-readable
one, and a computer-executable one, both continuously kept up to date.
Inform goes along with this in dividing code into paragraphs, and also
(as we shall see) in indexing, but ultimately adopts the same solution that
books have used since the lkad: it divides the source text up into
sections, chapters, parts, books, and volumes, allowing for a hierarchy of
headings and subheadings as elaborate or simple as the author prefers.
There is no compulsion to use headings, but a number of incentives are
offered to persuade authors into the habit: automatic contents listings,
better-signposted Problem messages, and so on.

Some approaches to “interactive fiction for the non-programmer”
have imitated database packages in displaying and editing projects as
wallcharts, in which the various functionalities are boxes connected by
lines rather as photographs of suspects are joined by threads on police
noticeboards. This is seductive for object-based IF, because those boxes
and lines can be related to the coarse structure of the work (map
connections, most obviously). But it fragments the writing into tiny
pieces. Some creative writers thrive on this—one thinks of Elizabeth
Bishop hanging half-stanzas out on the washing line slung across her
study—but few of us would choose to draft a novel on ten thousand
Post-It notes. Fewer still would wish to edit or revise a novel written in
this way, and such approaches to IF make second thoughts and bug
reports tiresome to act upon.

Inform instead presents the user with an interface intended to look
like an open book with facing pages. The author’s work appears in full
on the left-hand page, while its consequences appear on the right. This
feels natural to someone reading left to right, and agrees with the
conventional layout of cartoon panels. The page spread suits today’s
increasing use of LLCD monitors in the aspect ratio 16:10, but several of
Inform’s testers used 4:3 monitors equally well: the gutter between the
two pages slides freely left or right, closing the one up and expanding the
other, so that the user can decide which should occupy the greater space.
Both pages contain text that is word-wrapped in real time as the pages
are resized.

Both pages contain text, rendered in a variable-pitch font with strong
anti-aliasing: a font chosen for the legibility of running prose, rather than
a typical programmer’s text editor font, which uses a fixed pitch to
preserve vertical alignments and over-stresses punctuation marks.
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Although syntax-coloring is offered, the result is less kaleidoscopic than
in most programming environments since Inform source text has few
lexical categories: there is only “quoted text,” unquoted text, and
comment [in square brackets].

The facing pages are the forum for interplay between the writer and
the computer. Inevitably this dialogue is led by the human, typing the
source text on the left, and the computer’s part is reactive, producing
replies. In most languages programming has a code-compile-test cycle,
where the compiler often rejects the code and forces the author to make
corrections. This is not unlike the experience of playing through II:
think of something, try it out, make progress. Most IF critics agree that
an enjoyable game requires a lively, keep-things-moving response to
incorrect guesses, because guesses are more often wrong than right. But
compiler programmers persist in regarding incorrect input as an aberrant
circumstance in which it is inappropriate to make any judgment of the
quality of the output. Compilers such as gcc also more often reject input
than accept it, but do so with error messages that are nasty, brutish, and
short. Error messages aim at precision in characterizing the exact
symptom of failure, but do so in terms of the compiler’s own internal
data structures or methods. For instance, gcc’s error:

main.c:81: request for member ‘count’ in something not a structure
or union

is factually correct but implies, untruthfully, that the problem lies with
the structure; in fact the structure is fine, but the wrong request to access
it has been used (*” not ->’). Similatly,

main.c:175: parse error at end of input

commonly occurs when a close brace has been missed out, and while it is
true that this was detected at the end of input, the problem is almost
certainly somewhere else entirely. Such errors describe an accident in
terms of the evidence, not the proximate cause. It is arguable that only
final object code matters, which may be used by millions of people, and
not the passing inconvenience of the programmer, so that maintenance
on gcc should concentrate on code optimization rather than tidying up
error messages: but consider what improvements to that final code
might be made by a programmer whose time is not being wasted.”

2 Matters grow worse with C++, where a minor industry now exists in selling
software whose sole task is to interpret gcc’s error messages. At Apple’s 2005



Natural Language, Semantic Analysis, and Interactive Fiction 147

Indifference to the convenience of error messages is well
exemplified by the current GNU standards document (Stallman, 2004),
which covers the punctuation of error messages in some detail while,
significantly, offering no guidance on their stylistics, other than to offer
the startling recommendation that:

In error checks that detect “impossible” conditions, just abort.
There is usually no point in printing any message. . . Whoever wants
to fix the bugs will have to read the source code and run a debugger.

Inform does not follow this advice: it accepts the likelihood that its own
bugs will be encountered by real users and tries to deal with such
contingencies as helpfully as possible, at least identifying where the
problem has arisen, so that the user can try work-arounds. And in
general Inform’s errors do not follow the traditional Unix-command-line
pattern.” They are called Problems, not errors, they are not confined to
one line, they are not reported by the line number on which they occur
—instead, Inform talks about sections or chapters and makes generous
use of quotation—and they include explanatory text that typically gives
examples of correct and incorrect usage. The same basic error can result
in different Problem messages according to Inform’s guess at the most
likely way it arose. Many of these Problem messages have been added in
beta-testing, to give more rewarding responses to reasonable but
incorrect things tried by the testers: a process that we found strikingly
like that of finishing a work of IF, at the stage when the designer adds
numerous responses to cover all the unexpected cases that turned up in
testing;

The Inform “coding cycle” consists of typing or amending the
source in the left-hand page, then clicking the Go button. Either the
source is rejected, in which case the right-hand page responds with a
report of the problems found, or it is accepted, in which case the right-
hand page begins playing the resulting work of IF. If the Replay button

Developer Conference, an entire session was given over to a lecture on what the
dozen newly-introduced gec 4.0 error messages actually mean. The session was
recently posted online, and it is striking how often the speaker says “Well, this
almost always means that . ..”

3 Though the pioneers of Unix would not necessarily have agreed with the culture of
ultra-concise errors sometimes attributed to them. Kernighan and Plauger (1976):
“...a prompt is given reminding the user how to use the program properly. Better
to tell people concisely how to do things right than tell them only that they did
something wrong.”
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had been clicked instead, the work would automatically play through to
its last position, using the same commands. If the author finds a trivial
mistake—a spelling error, say—then this can be fixed in the source and
the correction verified in a matter of moments.

Leaving aside unpredictable variations based on random-number
generation, interactive fiction bears comparison with turn-based games
such as chess. This observation motivated an approach to testing IF
modeled on the analysis of chess openings, which run together for a
while but then diverge. Every Queen’s Gambit begins with the same first
three moves (1. d4, d5; 2. c4), but then there is a choice, as the next
move decides whether we have a Queen’s Gambit Accepted (dxc4) or
Declined (e6). It would be impractical to study every possible sequence
of play, so chess manuals instead contain tables of standard openings.
Such “opening books” are essentially built by watching every
grandmaster-level game reported in the chess literature and seeing where
they innovate. Inform uses the same method: it watches every command
sequence typed in during testing to see if this duplicates a previous test,
or breaks away. The resulting structure is called the skein, because it is a
braiding (or rather a gradual unbraiding) of the possible sequences of
commands, which we think of as threads. The skein display allows the
author not only to look through all of the games ever played through the
fiction in question, but also to replay any of those games, and see what
has altered. (The Replay button does this for the most recent thread in
the skein.) This aims to make debugging complex works of IF a more
reliable business. In large works of IF, small changes in one place often
have unforeseen consequences elsewhere, and a major cause of error is
the accidental inclusion of one bug while fixing another. The skein
quickly grows large, but can be pruned back if the writer chooses, or can
be annotated with notes such as “Test falling off cliff” which can be
searched for—just as chess opening books have annotations such as
“Queen’s Gambit.”

The final component of Inform is the index that it automatically
generates for every project, after each build. At its simplest this is a
navigation tool for jumping to the relevant points in the source text—an
important consideration in a text the size of a novel. But it is also an
aide-mémoire with cross-references to the documentation. It offers a
choice of viewing the index in a variety of conceptually different ways:
by headings and subheadings, like a contents page; by rooms and their
contents, in a map intended to follow the style of 1980s printed
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solution-books for IF; by scenes and their possible sequences, in a
corresponding map of chronology; as a taxonomy of the kinds of thing
found in the model world for the project (an idea drawn from the
SmallTalk class browser of the late 1970s); and as a collation into logical
order of all of the various rules. All these viewpoints are valid, and
Inform makes no judgment about which is pre-eminent. For example,
the index of kinds shows, among other things, what objects exist for
each kind. This is not the best way to see what the game contains—the
map is much clearer—but is just right for an author contemplating (say)
a new rule about containers, but worried that it might not always be
appropriate: since the Kinds index lists all the containers existing in the
world, one can see at a glance everything to which the new rule would
apply.

It may be worth mentioning what was overlooked by the Book of
Inform, or more specifically two issues that did not really occur to me as
non-routine until much later on. First, documentation. The so-called
DM4 (Nelson 2001), fourth edition of the Inform 6 manual, aspires to
be something of a cult book to its modest readership, a textual “maze of
twisty little passages” festooned with arcana and folklore. In so far as it
had models, they were Larry Wall’s “Camel book” of Perl and Donald
Knuth’s TeXBook: there is something a little appealing about playing the
eccentric inventor, but I perhaps overlooked that neither book—though
brilliant, indispensable, and such—is actually much good at its stated
purpose. The Inform 7 documentation takes an opposite tack: it tries to
be concise, to divide into short screen-readable subsections—it is built
into the user interface itself—and not to try the reader’s patience over-
much with facetiae, nor to try to combine the manual with a history and
critical study of IF. The much-criticized “exercises” of the DM4—
actually showcases for surprising possibilities, not pedagogical tests—
were replaced by some 260 “examples” that build up into what is
described as a “recipe book™: these are intended to be imitated and
borrowed from. Each contains a complete source text, not an excerpt,
and comes with a rapid, automated means of seeing it work. Is the
current version of the documentation useful? Is the current version
enough fun, come to that?* Time will tell: for now, no physical volume is

4 A serious issue: consider for instance Whyk Poignant Guide to Ruby, reptinted in, e.g,, Spolsky
(2005): strip cartoons of foxes in chapter 3 of the Guide act as a sort of subversive chorus to
the ostensibly just-the-facts text, and they keep one reading even when one intended to learn
Python instead. At one time, I did want to include classic cartoons in Inform’s
documentation, too: Gary Larson’s Far Side on “The Curse of Mad Scientist’s Block” and Bill
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being published in book form.

Another initially unplanned area of Inform 7 was the packaging and
publishing of new works of IF: does the design system’s responsibility
end when the program is compiled? Inform now goes further: it can
generate supporting material, and it helps with the bundling up of this
material for the eventual player, and in particular with bibliographic data
(where it is slightly coercive in an effort to make authors produce works
that are easier to archive and browse in databases). As with language
design (see {1b below), the analogy with actual books was actively
pursued.

With some user interfaces, less is more. Adobe’s InDesign is a fine
program, but its plethora of buttons, cursors, palettes, inspectors, and
toolbars means that, for beginners at least, it might as well be called
InDecision. Arguably graphic design requires, or at least suits, such an
interface. But does IF design? Throughout the experimental period, I
would always want fewer buttons and the focus kept to one window,
whereas Andrew was more open-minded. Often I would express initial
skepticism, but then give in a week later. The feature of which we are
least sure is the Inspector, Inform’s only subsidiary window: it gathers a
collection of functions that benefit from operating without the need to
disturb the contents of the main window. The Inspector began simply as
an overflow for things which would not fit elsewhere, and for some
months I kept it permanently closed (Inform remembers one’s
preferences in this sort of thing), but I now find it too useful to banish.’
Every user interface project needs one curmudgeon who, by doing none
of the actual work, forms opinions about features without reference to
how much, or how little, effort went into them. It was a great luxury that
better programmers than myself allowed me to play this role.

§1b. The Adoption of Natural Language

Natural language as a literal paraphrase of procedural code can suffer
from the faults of both, and many programming languages that
superficially ape natural language (such as COBOL, or AppleScript) are

Watterson’s strip of six-year-old Calvin creating the Universe as one of the “Old Gods” who
demands “Sacrifice”—but licensing fees of $400 and endlessly unclear copyrights deterred
me.

5 Famous last words. Over the summer of 2005 we moved the Inspector’s main
selling-point, the search tool, onto the main window, and it is now out of favor
again.
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not convincingly “different” in feel from orthodox coding languages
such as C. This may be because they do not contain genuinely linguistic
features, but even so, I feel that natural language is easily overlooked as a
syntax option in the design of new systems. This is the more odd since
many such designs often begin with sketches in “pseudocode”: English
sentences that approximate what they will one day be coding in more
formal ways. The curse of pseudocode is that it is self-consciously
psendo-code: we forget that it could also serve as actual prototype syntax.

As an example, consider the Sloan Digital Sky Survey (SDSS), an
immense reference database of astronomical observations, and one of
the world’s largest non-commercial exercises in data warehousing: an
imaginative project with an excellent website. In Szalay et al. (2000), a
summary of what were then proposed aims, we find an outline of the
benefits from new search possibilities:

Other types of queries will be non-local, like “find all the quasars
brighter than r=22, which have a faint blue galaxy within 5 arcsec on
the sky”. Yet another type of a query is a search for gravitational
lenses: “find objects within 10 arcsec of each other which have
identical colors, but may have a different brightness”.

Here natural language acts as a pseudocode for database-searching
programs. In 2006, with SDSS up and running, the public outreach
website does allow queries like those envisaged by Szalay et al., but
knowledge of SQL programming is required. The following pattern is
offered as an example in SDSS Data Release 4 (20006):

select

p.objID,p.ra,p.dec,s.z as redshift,w.plate,s.fiberID
from

SpecObj s, PhotoObj p, plateX w

where

p.ObjID=s.bestObjID and w.plateID=s.plateID and
s.z > 4 and s.zConf > 0.95 and s.specClass = 3

In pseudocode, this would be “get the Object IDs, positions, redshifts,
and plate and fiber numbers of quasars with redshift greater than 4.”
Which is easier to write without trivial errors causing the search to fail?®

6 Compare Kernighan and Plauger (1974): “If someone could understand your code
when read aloud over the telephone, it’s clear enough. If not, then it needs
rewriting”” On the other hand, for a vigorously skeptical view of “superficial
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In a textbook on the use of SDSS, which is more likely to be printed
without typographical mistakes or bugs? Which could be quoted as a
footnote in a scientific paper, enabling the reader to duplicate the data-
set used by the author? If the fundamental schemas of the database are
changed, which is more likely still to be correct syntax? And not least,
which more eloquently says: Come and be an astronomer for a night?

There is a database of a sort beneath any work of IF, too: the
collection of rooms and items, with their properties and spatial
relationships. Here, too, natural language is concise and expressive even
when it contains only elementary grammar:

East of the Garden is the Gazebo. Above is the Treechouse. A
billiards table is in the Gazebo. On it is a trophy cup. A starting
pistol is in the cup.

The combination of what is explicit and what is implicit in this 31-
word source text is sufficient to compile an IF story file with three
locations, one supporter, one container, and one miscellaneous item (the
starting pistol).

So much for the accusation that natural language code is necessarily
verbose. Because natural language can be used ambiguously or sloppily, it
is also sometimes dismissed as “imprecise,” but this overlooks the fact
that many important precise documents are written in natural language
(standards documents, scientific papers, medical prescriptions), and that
people are generally very exact in everyday conversation. Consider the
following:

A weight is a kind of value. 10kg specifies a weight. Everything has
a weight. A thing usually has weight 1kg.

A container has a weight called breaking strain. The breaking strain
of a container is usually 50kg. Definition: A container is bursting if
the total weight of things in it is greater than its breaking strain.

A lead pig, a feather, a silver coin and a paper bag are in a room
called the Metallurgy Workshop. The bag is a container with

resemblance to natural language,” with a “bad effect in a lot of ... commercial
database-query languages,” see Raymond (2001). The furthest he will go is: “When
your language is nowhere near Turing-complete, syntactic sugar can be your friend.”
His comments assume, I think, that all loops and procedures are going to be
explicitly written out, in a paraphrase of procedural code.
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breaking strain 2kg. The lead pig has weight 4kg, The feather has
weight Okg;

Inform can now unambiguously test whether “a container held by
someone is bursting.” Such descriptions narrate complex circumstances
with extraordinary clarity. Also of note here is the representation of
constant weights: we write “2kg,” rather than storing the number 2 in an
integer variable, as we would in most conventional programs to achieve
the above effect (perhaps using typechecking to distinguish weight-
integers from other integers, if we can be bothered to be so pedantic).
The code continues, and while it does begin to take the form of a
procedural routine, there are only three instructions, each of which does
something distinctive from the others:

Every turn when a container (called the sack) held by someone
visible (called the unlucky holder) is bursting:

say “[The sack] splits and breaks under the weight! [if the player is
the unlucky holder|You discard[otherwise][The unlucky holder]
discards[end if] its ruined remains, looking miserably down at [the
list of things in the sack] on the floor.”;

now all of the things in the sack are in the location;

remove the sack from play.

The mathematician Paul Halmos once said that one should write papers
as though one were explaining matters to a friend on a walk in the
woods, with no blackboard or paper to hand: to use the fewest possible
symbols and notation makes for clearer exposition. Here we indeed
minimize names. The procedure needs none, as it does not need to be
called (we just say when it happens), and there are only two variables
(“the sack” and “the unlucky holder”) and the five different loops
implied by the code have no loop variables. In “a container held by
someone visible” there are two potential searches (through containers
and through visible people), though in fact internally it is optimized into
a single loop; “all of the things in the sack” again implies a loop, as does
“the list of things in the sack” and “the total weight of things in it.”
Many features of natural language are readily imitated in
conventional code: a verb juxtaposing nouns is a procedure call with its
arguments,” an adjective is a function that returns true or false, a proper

7 Though it must be admitted that frequently occurring English words have difficult meanings,
and verbs are not as easily explicated as this casual mention suggests. The copular verb 7 be is
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noun (“Mr. Jones”) is a constant (or an object), a common noun (“man”
is a data type (or a class), prepositional phrases (“Jack is in the box™)
could be regarded as tests of standard data structures such as trees, and
so on. But Inform is considerably strengthened by two aspects of natural
language less easily visible in orthodox programming: tenses and
determiners.

If our aim is minimize the number of named variables, it is worth
nothing that many variables in IF are essentially counters or flags, that is,
totals or ways to remember past states of play: whether something has
happened or not. In natural language, we can simply say “if the black
door has been open” or “the number of things on the table,” avoiding
the need for flag or count variables, with their names to be remembered,
and the possibility of error in initializing them.

Instead of examining the tapestry for the third time, say “All right,
so it’s a masterpiece, but is this really the time to make a detailed
study?”

Inform has four tenses: the present (“is”), the present perfect (“has
been”), the past (“was”), and the past perfect (“had been”), allowing us
to discuss the situation in comparison with history either now (in the
present) or at the point where the current action began (in the past).®

especially hard to analyze, partly because of the pre-eminent role played by equality in
predicate calculus, partly because of an etymological accident in eatly English that conflated
together meanings distinguished in most other languages. Thus the word “is” will sometimes
be compiled to the computer-programming operation “=" (set equal), sometimes to
(test if equal), sometimes “=~" (the Perl operator for pattern-matching), and sometimes to a
kind of implication not generally found in programming languages. (“If all the green trees
are tall” means: if green and tree implies tall then . ..) Similarly, “of” is used in about ten
grammatically different ways in Inform.

8 Tenses nevertheless pose formidable implementation difficulties. Consider what we
must do to put ourselves in a position to answer the question “has the President
ever been ill?”: clearly we need to maintain a continuous medical history in order,
one day, to be able to look back over it and answer the question. But how often do
we check the President’s health: daily? weekly? annually? (Inform has a convenient
answer here: it divides time naturally into actions, and performs such “maintain a
history” checks between actions.) A more serious problem is that “has the President
been ill before?” poses an ambiguity. “The President” is not a constant, but a
variable: the post is held by different people at different times. Do we mean the
person who is President at the “point of reference” of the tense—i.e., the time
when we ask the question—or the “point of event”—the time when the illness
occurred? (See Reichenbach, 1947, for this way of thinking about tenses.) Suppose
the question is asked in 2005. If we substitute a value into the variable at the point
of reference, the question resolves to “has George W. Bush ever been ill?”; if at the

[T}
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Determiners, on the other hand, underlie Inform’ ability to imply
searches and loops. These are the words at the head of noun phrases
that give them a degree of definiteness. Even the innocuous word “a”
might imply considerable activity: “if a person is carrying a container” is
a double search, over both people and containers. Natural language is
rich in determiners: Inform allows, for instance, “not all of,” “at most
three” “almost all” “some,” “most,” and so on.

Many of these points in favor of natural language programming
would apply to a wide variety of situations (searching the Sloan Digital
Sky Survey, for instance): but my belief that #he natural langnage for writing
IF is natural language is based ultimately on the special nature of
interactive fiction. IF is based on a dialogue of text between reader (or
“player”) and computer, with both directions of communication
prompted by textual possibilities supplied by the author. That means we
have three agents describing the same situations—author, computer,
player—and in an orthodox programming language such as Inform 0,
the same idea accordingly has three different expressions. To specify a
typical object, the author must specify all three of these: the source code
constant willow pattern vase, the description text “willow pattern
vase,” and the parsing data ‘willow’ ‘pattern’ ‘vase’ used to
recognize the object in the player’s typed commands. But words are just
words, and it is repetitious and artificial to have to write them differently
all three ways. A natural language description simply refers to “a willow
pattern vase.” It collapses the separation between author and player.

2y <¢

point of event, it becomes “has an incumbent President ever been ill during his
term of office?” My own feeling is that substitution at the point of reference is
more likely to be the natural reading of the question, but this is almost impossible
to implement in a computer program. In this example, it would mean keeping
medical histories for every person born in the USA, because in (say) 1974 we don’t
yet know that George W. Bush will be President in 2005: it could be anybody. The
only practicable implementation is to carry out variable substitution at the point of
event: to ensure that one will be able to answer “has an incumbent President ever
been ill during his term of office?”, one only needs to monitor a single person’s
health at any one time, which requires far less effort and record-keeping. The
ambiguity is a genuine problem afflicting Inform’s reading of past-tense conditions
such as “if the noun has been open,” where “the noun” is the object typed in the
player’s current command—and is therefore, like “the President,” a variable in
constant flux. Substitution at point of event means that past tense conditions
relating to rapidly changing variables sometimes do not do what the user expects,
which is a bad thing, Inform’s documentation on past tenses strongly suggests that
people use them with constants rather than variables.
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Similarly for states of things. If we wish a bottle to be empty, half-
full, or full then in most I design systems we write code that stores (say)
the number 1, 2, or 3 in some variable, then have to convert (say) 2 into
the text “half-full” when printing out what is going on, and make the
reverse conversion when parsing a command like “drop half-full vase”—
a separation between author and player that obstructs the design process
and increases the likelihood of bugs. It also results in IF code unnaturally
full of numbers. Integers are so ubiquitous in computer programs that
programmers easily forget how seldom they naturally arise in English
text. Consider how the use of numbers (cloud 9, perhaps) to represent
weather patterns would have obfuscated the following:

“Weathering”

A cloud pattern is a kind of value. The cloud patterns are cumulus,
altocumulus, cumulonimbus, stratus, cirrus, nimbus, nimbostratus.

The Mount Pisgah Station is a room. “The rocky peak of Mt.
Pisgah (altitude 872m) is graced only by an automatic weather
station. The clouds, close enough almost to touch, are [a random
cloud pattern|. Temperature: [a random number from 7 to 17]

degrees, barometric pressure: [950 + a random number from 0 to
15] millibars.”

The use of square-bracketed substitutions in text also increases clarity. In
Inform 0, for instance, the above room description would have required
a routine to be written, expressing unnecessary intermediate steps (such
as putting a random number into a variable) and so splintering the actual
text that it would have been difficult to get a sense of its literary style by
looking at the source code.

Inform does not aspire to recognize anything like the whole sweep
of natural language, and in a few cases usefulness has been allowed to
trump linguistic fidelity: in particular, it does not attempt to reject all wn-
natural language. But on the whole Inform tries to avoid eccentricity.
The four self-imposed guidelines for the language were as follows:

1. A casual reader should easily be able to guess what a sentence

does, and that guess should be correct.

2. The language should be economical, but not to the point where
this compromises its intelligibility.
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3. If in doubt as to syntax, imitate books or newspapers.

4. Contextual knowledge is best supplied by the author, rather than
being built in.

Rules 1 and 2 are motivated partly by the basic aesthetics of natural
language: the whole point was to be able to write a text, and a text
should be legible. But there is another justification. One reason for
COBOL’s unexpected survival to the 21st century as a language for
handling, say, financial transactions in the City of London, is that
however much todays coders look down on COBOL as a verbose
anachronism, they can still understand COBOL programs written in the
1970s and continuously used since: COBOL’s priority of intelligibility
over economy (rules 1 and 2 above) acts as something of a preservative
against “code rusting” This is relevant to IF since IF authors—Iike
novelists—are creating a cultural product to be accessible indefinitely,
not a tool for immediate use and rapid disposal.

Rule 3 is best justified by the marks it has left on Inform’ design.
The most obvious imitation of printed books is that Inform projects
have chapter headings, contents pages, and an index (with Inform
generating the contents and index automatically). Inform’s equivalent of
“printf’—the formatted printing command that every programming
language needs—also imitates print culture:

say “You've been wandering around for [number of turns in words]
turn(s] now.”

The syntax here mirrors the journalist’s rule that quoted matter in square
brackets can be paraphrase rather than verbatim text. Escape characters
are also eschewed when we want double quotation marks to indicate
speech inside text which is already double-quoted: the convention is that
single quotes should be used, which are automatically converted to
double-quotes in printing. This follows the standard bibliographic
convention on citing journal articles that contain quotation marks.
Definitions of new adjectives are set out as they would be in science
text-books:

Definition: Something is invisible if the player cannot see it.

The greatest prize from rule 3, however, was the solution to an awkward
question: how could Inform cope with data structures such as arrays?
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Conventional arrays are clearly unviable in natural language, with their
indexing subscripts (we are trying to abolish spurious number variables,
after all). Searching and cross-referencing of arrays only makes
constructions like AppleScript’s “item 23 of...” syntax painfully
obstructive. We need a way to create, discuss, look up, change, and cross-
reference arrays—ideally multi-dimensional arrays, with functionality
broadly equivalent to Perl’s associative hashes—all without explicit
subscripts and loops.

Printed books do, of course, include data structures. While they do
sometimes lapse into diagrams, more often these data structures take the
form of tables, typeset alongside the main text but given a title that the
main text can refer to. Following rule 3, Inform does the same:

Table 2 - Selected Elements

Element Symbol Atomic number Discovery
“Hydrogen” “H” 1 a time
“Iron” “Fe” 26

“Zinc” “Zn” 30

“Uranium”  “U” 92

Note that some columns are filled in, others left blank to be filled in
during play (we shall suppose). We can look up data like so:

the atomic number corresponding to a symbol of “Fe” in the Table
of Selected Elements

(which is 20), or we can set conditions such as
if there is an atomic number of 51 in Table 2

(no). We can sort the table in various ways, have entire blank rows, and
so on: we can even loop through the table, in what is unavoidably a
procedural style of coding, without the use of a loop variable. Rows are
selected in turn, rather as they are in scripting languages for databases.

repeat through the Table of Selected Elements in reverse symbol
order begin;

say “[symbol entry] is the international symbol for [element entry].”;
end repeat.

Rule 4 of Inform’s guiding principles, “Conceptual knowledge is best
supplied by the author, rather than being built in,” leads us into issues
covered in subsequent sections of this paper. Briefly, though: what
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should an IF design system “know”?” The examples given so far
demonstrate that Inform “knows” something, at least, about spatial
arrangement. It will object if we say that a box is in the canoe and also
that the canoe is in the box, which it could hardly do without some
functional knowledge of containment. Similarly, it knows that “four
eggs” counts as “more than three eggs,” and therefore has a functional
knowledge of cardinal numbers: we could find many other examples, but
Inform’s ignorance of basic, shared human knowledge vastly exceeds its
understanding. The following sentence arose in testing the second beta:

The life support unit fits the egg;

This led to a bug because Inform construed the verb as “support” and
not “fits,” as a result creating items called “life” (which it guessed to be
plural) and “unit fits the egg.”

Why allow such ignorance: why have rule 4? One answer is that the
alternative, a comprehensive contextual human knowledge, is far beyond
the state of the art in artificial intelligence, but this is a cheap response:
clearly Inform could get a lot nearer to the state of this art if its author
made more of an effort. The real reasons are that the source text will be
more self-explanatory if it takes less knowledge for granted, and that the
language will be more flexible if it does not impose preconceived ideas.
We shall see this latter point again in {2a when discussing taxonomy and
the use of common vs. proper nouns.

Much of what is new in Inform 7—the emphasis on rules, type-

9 There are perhaps three reasons why one would say that Inform does not
“understand” English: (i) it is a computer program, which experiences neither the
sensory world nor human society; (ii) without wishing to get into the dispute over
whether human knowledge is more like a dictionary or an encyclopedia, Inform has
neither of these; and (iii) some of its mechanisms are so simplistic that we would
certainly not ascribe human characteristics to them if we could see how they
worked. On the other hand, Inform passes certain simple tests, such as the 1958
experiment in which it was shown that a five-year-old child can, if told about a
furry animal called a “wug,” spontaneously use the plural “wugs” even though this
is a word never heard before. So in our anxiety to insist that Inform has no real
language ability and no real knowledge, we may be overlooking something. The
ever-maximalist Jackendoff proposes that terms such as f-understand and f-mind
should be used in place of understand and mind, where the f- prefix stands for
“functional”: that, in effect, a working mechanism to accomplish something may be
said to f-understand its task by virtue of the fact that it works. To that extent,
Inform does f-understand non-trivial semantic concepts—which is what I mean by
saying that it “knows” about spatial arrangement—and the declaration in its manual
that “Inform does not understand English” is simplistic.
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checking, actions that pay attention to success or failure, table searching
—could have been achieved by incremental improvements of Inform 6,
preserving most of the existing C-like syntax. They did not require the
adoption of natural language, and nor did the new user interface (some
of which in fact also works with Inform 6 projects). The general reaction
of experienced IF writers to early drafts of Inform 7 was a two-stage
skepticism. First: was this just syntactic sugar, that is, a verbose
paraphrase of the same old code? (The cynical reader will have relished
the lapse into “begin;...; end repeat” above: iteration, and table
searching, are generally responsible for the least “naturally” legible
Inform 7 source text.) Second: perhaps this was indeed a fast
prototyping tool for setting up the map and the objects, but would it not
then grind into useless inflexibility when it came to coding up innovative
behavior—in fact, would it be fun for beginners but useless to the real
task at hand? It sometimes seemed to those of us working on Inform
that an experienced IF author, shown Inform 7 for the first time, would
go through the so-called Five Stages of Grief (Kibler-Ross 1969):
Denial, Anger, Bargaining, Depression, and Acceptance. The following
comment is typical of the Bargaining stage:

I would like to see it be as easy as possible to mix Inform 6 and
Inform 7 code. [. . .] I also wonder if it might be possible to allow
the user access to the Inform 6 code that the Inform 7 pre-
processor creates. I can imagine some people wanting to use Inform
7 to lay out the outline of their game—rooms, basic objects therein,
and so on—quickly, and then do the heavy lifting, so to speak, in
Inform 6.

In fact, Inform 7 does allow the inclusion of Inform 6 excerpts, but in an
effort to conceal this from the user, the ability is not mentioned in the
manual until the final, intentionally not-for-beginners chapter: after some
260 examples of natural language doing “heavy lifting” have, with any
luck, eased the reader’s passage through Depression to Acceptance.
Whether natural language will be widely accepted by the IF
community, time will tell. Certainly the legibility of Inform source text
depends very much on the willingness of the author to cooperate:
sometimes being willing to type more text in order to choose names that
make grammatical sense, for instance. It is also sometimes easy (and
harmlessly amusing) to fall into double-entendres: “Men are usually
transparent” and “A god is a kind of value” are genuine examples from
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Inform’ beta-testing,'’ Sentences may look natural and yet be false
friends, as translators say of words in foreign languages that look close
to English ones but have different meanings: actuellement is not the
French for actually. Whereas 1 myself would spare no effort to avoid
unnatural source text, Inform being my baby, other testers were more
interested in getting something done than in how the source looked. But
the testing team is perhaps not representative of the system’s eventual
users, who will be able to learn a more stable language.

Extensive work has been done on natural language recognition in
computing, and Inform makes no claim to originality in its inner
workings: indeed, it could be regarded as a descendant of Winograd’s
program SHRDLU. (For a discussion of SHRDLU in the context of IF,
see Montfort (2004).) The one practical lesson I would like to record
here is that the biggest source of bugs in Inform came from my own
imprecise knowledge of grammar. For instance, if we suppose that open
and closed are antonyms, should “the door is not closed” be read as
equating “the door” and “open,” or as forbidding the equation of “the
door” with “closed”? The result will be the same, but the second way is a
better implementation, because it is more consistent with other verbs:
the placement of “not” after the verb is almost unique to the copular
form of 7o be, and its apparent association with the noun that follows is
only a quirk of irregular English usage. We are likely to write cleaner
code if we implement “is not” in the same way as “does not carry”: and
we will not end up accidentally parsing “does not carry not”.

81c. The Primacy of Rules over Objects

The third of the three fundamental changes in Inform 7 as compared
with traditional IF-design systems, after the user interface and the
adoption of natural language, is the replacement of an object-oriented
model by a rule-oriented model.

The successful IF design systems to date'' have mostly been object-

10 Men are no longer transparent: this was a leftover from Inform 6’s quaint ideas
about “concealment,” which treated animate and inanimate holders the same, thus
making it difficult to express the idea that someone is purposefully hiding something.
Inform 7 eventually recognized this by focusing on the intention of the holder, not
the state of the thing held.

11 Fighting talk. I really mean “the successful IF programming languages,” since design
systems wiring objects together for processing by a standard run-time engine—such
as Scott Adams’s Adventure International system, The Quill, AGT, or ADRIFT
today—have at various times proved fruitful and popular. The rise of ADRIFT
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oriented forms of C, with one important exception: Infocom’s
proprietory compiler ZIL, an object-oriented form of LISP. This
happened partly because technology, 1975-95, obliged the source
language to be efficiently compilable. (Until about 1990, an IF story file
would be larger than the memory capacity of the computer that
compiled it.) Those who wrote IF compilers tended to write them in C,
were therefore fluent in C, and saw an IF-specialized form of C as an
ideal system to use. The use of an object-oriented language with a strong
class hierarchy was orthodox to the computer science of the day, and it
neatly resembled the “hardware” of IF—the standard data structures
used in story files, as exemplified by Infocom’ Z-machine. In this way
1970s implementations of IF were taken to be the structural model for
IF itself. I contend that, on the contrary, IF is not best described as
object-oriented but as rule-oriented.

I concede that bundling properties together into object and class
definitions, with inheritance from classes to instances, works well. My
objection is rather to the doctrine that when components of a program
interact, there is a clear server-client paradigm, that one component
exists to serve the needs of another. The contents of a work of
interactive fiction are typically not in such relationships. If facts
concerning a tortoise must all be in one place, facts concerning an arrow
all in another, how are the two to meet? It seems unnatural to have a
tortoise-arrow protocol, establishing mutual obligations. Neither exists
to serve the other. The tortoise also eats lettuce, meanders about garden
locations, and hibernates. The arrow also knocks a flower-pot off a wall.
By the same token, the world of a large work of interactive fiction is a
world of wunintended consequences. New and hitherto unplanned
relationships between components of the “program” are added in beta-
testing, something that the programmers of, say, a spreadsheet would not
expect.

A second objection is that object-oriented code for IF divides into
two quite different blocks of material: (1) the objects and classes, with
their properties and specific behaviors, containing the materials for the
game; and (2) the mass of usually procedural code containing the
standard mechanics of play—the “library,” as Inform calls it (Infocom
sometimes used the term “substrate,” perhaps a better image). This
disjunction between specific rules (1) and general rules (2) is problematic
for both. First, the general rules are hard to change, because although the

demonstrates that “constructor kits” have, in fact, made a comeback.
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language is rich in flexible ways to modify specific facts (object
properties), only the crudest mechanisms exist to modify general facts
(Ilibrary routines). The specific rules have the opposite problem: specific
rules are easy to apply but the realistic constraints of the world model
are often lost in the process, because “realism” is the province of the
general rules that they pre-empt. For example: suppose a golden apple is
inside a closed transparent box. General rules about impermeability
forbid the taking of the apple, but here we shall allow the player access
provided he is wearing a magic ring. How is this to be done? It seems
inappropriate for such a one-off circumstance to be spatchcocked into
general rules. So we should write a specific rule instead, but that means
attaching behavior to a specific action: the taking of the apple. In Inform
6, we might modify the apple as follows:

before [;
Take: if (apple in box && ring has worn) {
move apple to player;
“Your hand passes through the glass to grasp the golden
apple.”;
h
I,

And this is also unsatisfactory. Whether we regard it as behavior of the
box, or of the magic ring, it is certainly not a behavior of the apple.
What if the player tries to put the apple back again, or to put something
else insider Or turns the apple instead of taking it? What if the player is
only allowed to carry four items, and is already fully laden? What if the
transparent box is inside a locked cage to which the player has no means
of entry?

The traditional solution is to rewrite the general rules to include yet
another hook on which customized code can be hung. The accumulation
of such hooks makes IFF design systems grow steadily more complex as
they age, and no matter what is added, it is never enough. As Andrew
Plotkin observed to me, when eatly drafts of Inform 7 had reached this
same impasse: “I'm tired of not being able to override some behavior,
because there’s no hook there. I want the world to be made of hooks.”

Making the world of hooks, indeed. Where Inform 6 would use a
central chunk of code with a few hooks attached ad-hoc, Inform 7 uses
a line of hooks with pieces of code attached ad-hoc. These pieces are
conceptually individual rules, and each is named. The “rulebooks” (these
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lines of hooks) are highly modifiable, even during play. Special
“procedural rules” take precedence, like points of order in debates:

Procedural rule when the ring is worn: ignore the can’t reach inside
closed containers rule.

Of course it is still true that some rules are narrowly specific and
others widely general, but many lie in between and there is no longer a
categorical distinction but rather a sort of stratification. More specific
rules take precedence over less specific ones, and the order in which the
source code defines them is (mostly) irrelevant. This has two profound
consequences: that the author can arrange the source as he pleases,
choosing for instance keeping everything relevant to particular events or
scenes together; and that four or five different sets of extension rules, by
different authors, can peaceably coexist in the same work of IF, even
though they all modify the same original definitions.

A system of gradations of rules has two prerequisites. First, the
compiler needs a solid understanding of types: in particular, a way to
judge whether one category (“an open container”) is a special case of
another (“a container”). Secondly, the author needs a flexible way to
describe the circumstances in which rules are to apply. Both
considerations mesh well with the use of natural language: to make sense
of the ambiguities of English, a strong typing system is needed anyway;
and natural language is good at describing circumstances (“in the
presence of Mrs. Dalloway”) and categories (“a woman in a lighted
room”).

Part 2. Naturality in Theory

§2a. Semantic Analysis: A Sampling of Case Studies

It seems to me that the most profound difficulties in natural language
recognition lie not in computing, where somewhat complacent textbooks
exist to demonstrate standard algorithms (for instance, Allen (1995)), nor
even in the arcane and by no means settled post-Chomskian field of
formal syntax (Culicover (1997); Culicover and Jackendoff (2005)), but
in the field of semantics. Definitions of semantic analysis vary. Some,
such as Ray Jackendoff (2002, §9.1), stop little short of defining it as the
theory of human thinking:



Natural Language, Semantic Analysis, and Interactive Fiction 165

If you are not prepared to deal with at least language, intelligence,
consciousness, the self, and social and cultural interaction, you are
not going to understand meaning,

A more measured answer given by Davis and Gillon (2004) is that
semantics is concerned with two basic questions:

What values are to be associated with the basic expressions of a
language? How does the meaning of the simpler expressions
contribute to the meaning of the complex expressions the simpler
ones make up?

The source text for an interactive fiction is, however, more directly
referential than most texts. Contrary to Fenollosa’s observation that there
are, in reality, no nouns in the universe, the universe of an IF contains
nothing but nouns, and the word “stone” is in a sense a stone. A
program such as Inform has an easy life compared with a human reader:
it may work by forming a model out of its source text, but it does not
have to embed that into some greater model of an “outside world.” It
has the further luxury of reading text guaranteed to be truthful, literal,
and addressed directly to itself. Even so, most of the hard issues in
semantics seem to arise in at least a toy form. For instance, Inform reads
sentences quite similar to the notorious “donkey anaphora” example

If Pedro owns a donkey he beats it.

in which the rules governing “it” have been construed in an astonishing
variety of ways by linguists, none wholly convincing, Does “it” substitute
for a specific thing (Chiquita, Pedro’s hypothetical donkey), making it a
deictic pronoun, or for a universal (“every donkey such that...”),
making it a bound pronoun? Or is our thought process not analogous to
putting a value into a variable at all?"?

Semantic analysis falls into two strands. Some linguists regard
sentences as logical propositions, while others regard them as
repositories of shared concepts, unspoken ideas, and sense-perceptions:
see Goddard (1998) for a fascinating account of, for instance, colors and

12 Since this question was first raised by Geach in 1962, the literature of semantics has
been routinely cruel to donkeys in the most callously offhand fashion. If they had a
clubhouse, the motto over the door would be “Every farmer who owns a donkey
beats it.”” But before you dismiss the anaphoric pronoun problem as trivial, try to
explain why you didn’t read “they” in the previous sentence as referring to the
donkeys, even though it is the only plural noun phrase in this footnote.
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emotions as expressed in different world languages, and for summaries
of a number of provocative views on how meaning may be composed.
Jackendoff uses the analogy of 18th-century chemists dimly glimpsing a
Periodic Table of the elements: but others prefer a comparison with the
Linnaean botanists indefatigably sorting plants into species, families, and
so forth, until they in some sense discover a hierarchy of meaning,
Either way, writers on semantics often seem to regard their field as being
in its infancy, which is sobering when we consider that the first analytic
grammar was written in cuneiform by a Babylonian.

There is no space here for a detailed discussion, nor should I pretend
expertise in the field, but perhaps a selection of case studies relevant to
IF may serve to support my general contention that semantic analysis is
of central relevance to a theory of interactive fiction.

Q1. Does IF Overstress Hierarchies of Containment?

Inform, in common with all traditional systems for IF, has spatial ideas
hard-wired into it: in particular the use of a tree structure rather than a
“flat” map to model the location of things. It would be disquieting to
think that we do this simply because it is easy to implement tree
structures on computers. I therefore draw comfort from the number of
linguists who also regard CONTAINER as a central idea: that it is, for
instance, an “image schema” by which we metaphorically extend our
bodily ideas of inside and out onto the world around us. The body being
a container of great importance to us, we correspondingly picture the
spatial world around us in terms of containment even when it is seldom
so clear-cut. Why do we say that we are “in bed,” for instance, when we
seem to mean that we are on top of something and are more than half
covered by a blanket, and when we would probably say “no” if a child
asked us whether the blanket is part of the bed? Similarly, if we are asked
“Where are the teaspoons?” we are less likely to answer “In the kitchen”
if they are not in plain view: we will say “In the kitchen drawer.” If A is
“in” B which is “in” C, we are reluctant to deduce that A is “in” C. (For
this reason, “in” is not a transitive relation in Inform.) On the whole 1
think the literature of semantics offers some evidence that IF’s hallowed

13 These analogies, pleasing as they may be, are not necessarily good ones. The
Periodic Table is a relatively rare case in nature where fundamental science about
simple objects in isolation leads to clear-cut distinctions and affinities. The human
world does not resemble this picture. And Linnaeus intended his taxonomy to cover
all concepts in existence, not merely biological species: but his project essentially
failed in domains outside biology, and even there has frequently been challenged.
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use of an object tree is genuinely natural.

Q2. Do Objects in IF Really Have Kinds, and What For?

Suppose we start from the premiss that an IF design system like Inform
will have to produce a computer program that contains a wide range of
different data structures, from the number 1815 to a packet of bits that
in some sense models the character of Napoleon Bonaparte. This range
is miscellaneous both in (i) the nature of the underlying ideas (numbers
are not like men) and (ii) their binary representation in the final program,
and if our compiler is doing any kind of sensible job, then these
miscellanies will coincide: that is, the compiler will choose suitable forms
of binary representation (if) on the basis of the semantic concepts we
seem to need (i). So much is true of any present-day compiler, gcc for
instance, and it argues that an idea must exist at least internally of “kind”
or “class” or “type.” (For most programming languages, C for instance,
this idea is explicit in the source text, but I think we could conceive of
an apparently typeless language where the idea was concealed.) We now
move on to observe that since Inform is to take a piece of natural
language as its source text, all such data structures are to be referred to
by noun phrases: thus 7875 and Napoleon Bonaparte. This gives us a third
miscellany: (iii) the range of possible meanings of noun phrases, and
once again I argue that if Inform is behaving anything like sensibly, this
must at least broadly coincide with (1) and (ii). In short, Inform’s objects
have to have kinds because data structures do in any computer program,
and also because these particular data structures marry up to noun
phrases in English, meanings of which also fall into kinds—such as
NUMBER and MAN.

We seem now to have chased back to human practices, so we might
ask: why do human beings use “kinds”? A concise answer is given by
Taylor (1989): “the function of categorization is to reduce the
complexity of the environment.”

But I think we should distinguish between complexity of recognition
and complexity of description. A child’s set of kinds needs to equip him
to tell things that move by themselves from things that don’t, or to tell
food from furniture: to cope with whatever presents itself next in an
ever-expanding world, which is primarily a problem of recognition. Inform
is interested instead in achieving the simplest written expression of
single, fully-known situation in the imagination of the writer: a problem
of description. A human being unable to categorize food would be ill-
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equipped for life in any conceivable culture, but in a written work that
happens not to involve any eating, there would be no need for such
concepts.

In Inform it is a foundational principle that every thing has a “kind™:
and the function of these kinds is to reduce the complexity of
description. But as Borges reminds us in his spoof article on the subject,
dividing up the world into kinds is not so easy as it looks:

These ambiguities, redundancies and deficiencies remind us of
those which doctor Franz Kuhn attributes to a certain Chinese
encyclopaedia entitled ‘Celestial Empire of benevolent Knowledge’.
In its remote pages it is written that the animals are divided into: (a)
belonging to the emperor, (b) embalmed, (c) tame, (d) sucking pigs,
(e) sirens, (f) fabulous, (g) stray dogs, (h) included in the present
classification, (i) frenzied, (j) innumerable, (k) drawn with a very fine
camelhair brush, (I) et cetera, (m) having just broken the water
pitcher, (n) that from a long way off look like flies.

And we must therefore go on to further questions about kinds.

Q3. Are Kinds Immutable During Play?

In Inform, coNTAINER is a kind. As with an integer in a typical computer
program, if something is a container at the start of play, it will always be
a container throughout. But is this only a convenience of computing? 1
think not. The property of being open may come or go, but we humanly
expect a container to remain a container, and when a physical object is so
treated that it absolutely loses its kind—for instance, a house being
demolished, or a potato mashed—we tend to regard such an event as a
dramatic change in which, in effect, one object is replaced by another
that has little in common with the original."*

Q4. Can Something Be Only Partly of a Given Kind?

Inform, in common with other IF systems, provides a certain stock of
kinds and makes every object belong to (at least one of) them. But
inevitably, IF writers find that what they want does not exactly fit into
any of the kinds provided for. They sometimes find themselves stripping
away all the behaviors of the kind of something but being unable to

14 Just as, in typical IF situations, an object representing a glass bottle may be
withdrawn from play when the bottle is smashed, and an object representing broken
glass brought into play to substitute for it.
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